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Configuring IP Multicast Routing

IP multicasting is a more efficient way to use network resources, especially for bandwidth-intensive 
services such as audio and video. IP multicast allows a host (source) to send packets to a group of hosts 
(receivers) anywhere within the IP network by using a special form of IP address called the IP multicast 
group address. The sending host inserts the multicast group address into the IP destination address field 
of the packet, and IP multicast routers and multilayer switches forward incoming IP multicast packets 
out all interfaces that lead to members of the multicast group.

IP multicast addresses are assigned to the old class D address space by the Internet Assigned Number 
Authority (IANA). The high-order bits of a Class D address are 1110. Therefore, host group addresses 
can be in the range 224.0.0.0 through 239.255.255.255. The address 224.0.0.0 is guaranteed not to be 
assigned to any group. The address 224.0.0.1 is assigned to the all-hosts multicast group on a subnet. 
The address 224.0.0.2 is assigned to the all-multicast-routers group on a subnet.

Any host, regardless of whether it is a member of a group, can send to a group. However, only the 
members of a group receive the message. Membership in a multicast group is dynamic; hosts can join 
and leave at any time. There is no restriction on the location or number of members in a multicast group. 
A host can be a member of more than one multicast group at a time. How active a multicast group is and 
what members it has can vary from group to group and from time to time. A multicast group can be active 
for a long time, or it can be very short-lived. Membership in a group can constantly change. A group that 
has members can have no activity.

Note For complete syntax and usage information for the commands used in this chapter, refer to the Cisco IOS 
IP and IP Routing Command Reference for Release 12.1.

This chapter describes how to configure IP multicast routing on your Catalyst 3550 multilayer switch. 
To use this feature, you must have the enhanced multilayer software image (EMI) installed on your 
switch.

This chapter consists of these sections:

• Cisco Implementation of IP Multicast Routing, page 34-2

• Configuring IP Multicast Routing, page 34-13

• Configuring Advanced PIM Features, page 34-28

• Configuring Optional IGMP Features, page 34-31

• Configuring Optional Multicast Routing Features, page 34-37
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• Configuring Basic DVMRP Interoperability Features, page 34-43

• Configuring Advanced DVMRP Interoperability Features, page 34-50

• Monitoring and Maintaining IP Multicast Routing, page 34-57

For information on configuring the Multicast Source Discovery Protocol (MSDP), see Chapter 35, 
“Configuring MSDP.”

Note When you are configuring multicast routing parameters for the switch, to allocate system resources to 
maximize the number of possible multicast routes allowed, you can use the sdm prefer routing global 
configuration command to set the Switch Database Management feature to the routing template. For 
more information on the SDM templates, see the “Optimizing System Resources for User-Selected 
Features” section on page 7-27.

Cisco Implementation of IP Multicast Routing
The Cisco IOS software supports these protocols to implement IP multicast routing: 

• Internet Group Management Protocol (IGMP) is used among hosts on a LAN and the routers (and 
multilayer switches) on that LAN to track the multicast groups of which hosts are members.

• Protocol-Independent Multicast (PIM) protocol is used among routers and multilayer switches to 
track which multicast packets to forward to each other and to their directly connected LANs. 

• Distance Vector Multicast Routing Protocol (DVMRP) is used on the multicast backbone of the 
Internet (MBONE). The Cisco IOS software supports PIM-to-DVMRP interaction.

• Cisco Group Management Protocol (CGMP) is used on Cisco routers and multilayer switches 
connected to Layer 2 Catalyst switches to perform tasks similar to those performed by IGMP. 

Figure 34-1 shows where these protocols operate within the IP multicast environment.

Figure 34-1 IP Multicast Routing Protocols
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Understanding IGMP
To participate in IP multicasting, multicast hosts, routers, and multilayer switches must have IGMP 
operating. This protocol is the group membership protocol used by hosts to inform routers and multilayer 
switches of the existence of members on their directly connected networks and to allow them to send and 
receive multicast datagrams.

Multicast routers and switches learn about group membership when a host joining a new group sends an 
IGMP message to the group address declaring its membership. 

Using the information obtained through IGMP, routers and switches maintain a list of multicast group 
memberships on a per-interface basis. A multicast group membership is active on an interface if at least 
one host on that interface has sent an IGMP join message to receive the multicast group traffic.

IGMP Version 1 

Most IP stacks in hosts today still use IGMPv1. This version primarily uses a query-response model that 
allows the multicast router and multilayer switch to determine which multicast groups are active (have 
one or more hosts interested in a multicast group) on the local subnet. In this model, the router or switch 
acting as the IGMP querier periodically (every 60 seconds) multicasts an IGMPv1 membership query to 
the all-hosts multicast group (224.0.0.1) on the local subnet. All hosts enabled for multicasting listen for 
this address and receive the query. A host responds with an IGMPv1 membership report to receive 
multicast traffic for a specific group, and routers or switches on the subnet learn where active receivers 
are for the multicast groups.

A host can also join a multicast group by sending one or more unsolicited membership reports as shown 
in Figure 34-2. In this example, Host 3 sends an unsolicited report to receive traffic for multicast 
group 224.3.3.3 instead of waiting for the next membership query from Router 1.

A host leaves a multicast group by ceasing to process traffic for the multicast group and to respond to 
IGMP queries.

Figure 34-2 IGMPv1 Join Process

IGMPv1 relies on the Layer 3 IP multicast routing protocols (PIM, DVMRP, and so forth) to resolve 
which one of multiple multicast routers or multilayer switches on a subnet should be the querier. The 
query router sends IGMPv1 queries to determine which multicast groups are active (have one or more 
hosts sending unsolicited reports) on the local subnet. In general, a designated router is selected as the 
querier.
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IGMP Version 2

IGMPv2 provides enhancements over IGMPv1. The query and membership report messages are 
identical to IGMPv1 message with two exceptions. The first difference is that the IGMPv2 query 
message is broken into two categories: general queries, which perform the same function as the IGMPv1 
queries, and group-specific queries, which are queries directed to a single group. The second difference 
is that different type codes are used with IGMPv1 and IGMPv2 membership reports. IGMPv2 also 
includes new features:

• Querier election process—IGMPv2 routers or multilayer switches can elect the query router without 
having to rely on the multicast routing protocol to perform this process. 

As each IGMPv2 router or multilayer switch starts, it sends an IGMPv2 general query message to 
the all-host multicast group (224.0.0.1) with its interface address in the source IP address field of 
the message. Each IGMPv2 device compares the source IP address in the message with its own 
interface address, and the device with the lowest IP address on the subnet is elected as the querier.

• Maximum response time field—this field in the query message permits the query router to specify 
the maximum query-response time and controls the burstiness of the response process. 

This feature can be important when large numbers of groups are active on a subnet and you want to 
spread the responses over a longer period of time. However, increasing the maximum response timer 
value also increases the leave latency; the query router must now wait longer to make sure there are 
no more hosts for the group on the subnet.

• Group-specific query message—permits the query router to perform the query operation on a 
specific group instead of all groups.

• Leave group messages—provides hosts with a method of notifying routers and multilayer switches 
on the network that they are leaving a group as shown in Figure 34-3.

Figure 34-3 IGMPv2 Leave Process

In this example, Hosts 2 and 3 are members of multicast group 224.1.1.1. Host 2 sends an IGMPv2 leave 
message to the all-multicast-routers group (224.0.0.2) to inform all routers and multilayer switches on 
the subnet that it is leaving the group. Router 1, the query router, receives the message, but because it 
keeps a list only of the group memberships that are active on a subnet and not individual hosts that are 
members, it sends a group-specific query to the target group (224.1.1.1) to determine whether any hosts 
remain for the group. Host 3 is still a member of multicast group 224.1.1.1 and receives the 
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group-specific query. It responds with an IGMPv2 membership report to inform Router 1 that a member 
is still present. When Router 1 receives the report, it keeps the group active on the subnet. If no response 
is received, the query router stops forwarding its traffic to the subnet.

Understanding PIM
PIM is called protocol-independent: regardless of the unicast routing protocols used to populate the 
unicast routing table, PIM uses this information to perform multicast forwarding instead of maintaining 
a separate multicast routing table.

PIM Versions

Two versions of PIM are supported in the Cisco IOS software. With PIM Version 1 (PIMv1), Cisco 
introduced support in Cisco IOS Release 11.1(6) for a new feature called Auto-RP. This proprietary 
feature eliminates the need to manually configure the rendezvous point (RP) information in every router 
and multilayer switch in the network. For more information, see the “Auto-RP” section on page 34-8.

Beginning with Cisco IOS Release 11.3, Cisco introduced support for PIM Version 2 (PIMv2) and its 
associated bootstrap router (BSR) capability. Like Auto-RP, the PIMv2 BSR mechanism eliminates the 
need to manually configure RP information in every router and multilayer switch in the network. For 
more information, see the “Bootstrap Router” section on page 34-8.

All systems using Cisco IOS Release 11.3(2)T or later start in PIMv2 mode by default. PIMv2 includes 
these improvements over PIMv1:

• A single, active RP exists per multicast group, with multiple backup RPs. This single RP compares 
to multiple active RPs for the same group in PIMv1.

• A BSR provides a fault-tolerant, automated RP discovery and distribution mechanism that enables 
routers and multilayer switches to dynamically learn the group-to-RP mappings.

• Sparse mode and dense mode are properties of a group, as opposed to an interface. We strongly 
recommend sparse-dense mode, as opposed to either sparse mode or dense mode only.

• PIM join and prune messages have more flexible encoding for multiple address families.

• A more flexible hello packet format replaces the query packet to encode current and future 
capability options.

• Register messages to an RP specify whether they are sent by a border router or a designated router.

• PIM packets are no longer inside IGMP packets; they are standalone packets.

PIM Modes

PIM can operate in dense mode (DM), sparse mode (SM), or in sparse-dense mode (PIM DM-SM), 
which handles both sparse groups and dense groups at the same time. 

PIM DM

In dense mode, a PIM DM router or multilayer switch assumes that all other routers or multilayer 
switches forward multicast packets for a group. If a PIM DM device receives a multicast packet and has 
no directly connected members or PIM neighbors present, a prune message is sent back to the source. 
Subsequent multicast packets are not flooded to this router or switch on this pruned branch. PIM DM 
builds source-based multicast distribution trees.
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The simplest form of a multicast distribution tree is a source tree whose root is the source of the multicast 
traffic and whose branches form a spanning tree through the network to the receivers. Because this tree 
uses the shortest path through the network, it is also referred to as a shortest-path tree (SPT). A separate 
SPT exists for every individual source sending to each group. The special notation of (S,G) (pronounced 
S comma G) identifies an SPT where S is the IP address of the source and G is the multicast group 
address.

Figure 34-4 shows an example of SPT for group 224.1.1.1 rooted at the source, Host A, and connecting 
two receivers, Hosts B and C. The SPT notation for this group would be (194.1.1.1, 224.1.1.1).

Figure 34-4 Host A Shortest-Path Tree

If Host B is also sending traffic to group 224.1.1.1 and Hosts A and C are receivers, then a separate (S,G) 
SPT would exist with the notation of (194.2.2.2, 224.1.1.1).

PIM DM employs only SPTs to deliver (S,G) multicast traffic by using a flood and prune method. It 
assumes that every subnet in the network has at least one receiver of the (S,G) multicast traffic, and 
therefore the traffic is flooded to all points in the network.

To avoid unnecessary consumption of network resources, PIM DM devices send prune messages up the 
source distribution tree to stop unwanted multicast traffic. Branches without receivers are pruned from 
the distribution tree, leaving only branches that contain receivers. Prunes have a timeout value associated 
with them, after which the PIM DM device puts the interface into the forwarding state and floods 
multicast traffic out the interface. When a new receiver on a previously pruned branch of the tree joins 
a multicast group, the PIM DM device detects the new receiver and immediately sends a graft message 
up the distribution tree toward the source. When the upstream PIM DM device receives the graft 
message, it immediately puts the interface on which the graft was received into the forwarding state so 
that the multicast traffic begins flowing to the receiver.
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PIM SM

PIM SM uses shared trees and SPTs to distribute multicast traffic to multicast receivers in the network. 
In PIM SM, a router or multilayer switch assumes that other routers or switches do not forward multicast 
packets for a group, unless there is an explicit request for the traffic (join message). When a host joins 
a multicast group using IGMP, its directly connected PIM SM device sends PIM join messages toward 
the root, also known as the RP. This join message travels router-by-router toward the root, constructing 
a branch of the shared tree as it goes. The RP keeps track of multicast receivers; it also registers sources 
through register messages received from the source’s first-hop router (designated router [DR]) to 
complete the shared tree path from the source to the receiver. The branches of the shared tree are 
maintained by periodic join refresh messages that the PIM SM devices send along the branch.

When using a shared tree, sources must send their traffic to the RP so that the traffic reaches all receivers. 
The special notation *,G, (pronounced star comma G) is used to represent the tree, where * means all 
sources and G represents the multicast group. Figure 34-5 shows a shared tree for group 224.2.2.2 with 
the RP located at Router 3. Multicast group traffic from source Hosts A and D travels to the RP 
(Router 3) and then down the shared tree to two receivers, Hosts B and C. Because all sources in the 
multicast group use a common shared tree, the special notation (*, 224.2.2.2) describes this shared tree.

Figure 34-5 Shared Distribution Tree

Note In addition to using the shared distribution tree, PIM SM can also use SPTs. By joining an SPT, multicast 
traffic is routed directly to the receivers without having to go through the RP, thereby reducing network 
latency and possible congestion at the RP. The disadvantage is that PIM SM devices must create and 
maintain (S,G) state entries in their routing tables along with the (S,G) SPT. This action consumes router 
resources.
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Prune messages are sent up the distribution tree to prune multicast group traffic. This action permits 
branches of the shared tree or SPT that were created with explicit join messages to be torn down when 
they are no longer needed. For example, if a leaf router (a router without any downstream connections) 
detects that it no longer has any directly connected hosts (or downstream multicast routers) for a 
particular multicast group, it sends a prune message up the distribution tree to stop the flow of unwanted 
multicast traffic.

Auto-RP

This proprietary feature eliminates the need to manually configure the rendezvous point (RP) 
information in every router and multilayer switch in the network. For Auto-RP to work, you configure a 
Cisco router or multilayer switch as the mapping agent. It uses IP multicast to learn which routers or 
switches in the network are possible candidate RPs by joining the well-known Cisco-RP-announce 
multicast group (224.0.1.39) to receive candidate RP announcements. Candidate RPs send multicast 
RP-announce messages to a particular group or group range every 60 seconds (default) to announce their 
availability. Each RP-announce message contains a holdtime that tells the mapping agent how long the 
candidate RP announcement is valid. The default is 180 seconds.

Mapping agents listen to these candidate RP announcements and use the information to create entries in 
their Group-to-RP mapping caches. Only one mapping cache entry is created for any Group-to-RP range 
received, even if multiple candidate RPs are sending RP announcements for the same range. As the 
RP-announce messages arrive, the mapping agent selects the router or switch with the highest IP address 
as the active RP and stores this RP address in the Group-to-RP mapping cache.

Mapping agents multicast the contents of their Group-to-RP mapping cache in RP-discovery messages 
every 60 seconds (default) to the Cisco-RP-discovery multicast group (224.0.1.40), which all Cisco PIM 
routers and multilayer switches join to receive Group-to-RP mapping information. Thus, all routers and 
switches automatically discover which RP to use for the groups they support. The discovery messages 
also contain a holdtime, which defines how long the Group-to-RP mapping is valid. If a router or switch 
fails to receive RP-discovery messages and the Group-to-RP mapping information expires, it switches 
to a statically configured RP that was defined with the ip pim rp-address global configuration 
command. If no statically configured RP exists, the router or switch changes the group to dense-mode 
operation.

Multiple RPs serve different group ranges or serve as hot backups of each other. 

Bootstrap Router

PIMv2 BSR is another method to distribute group-to-RP mapping information to all PIM routers and 
multilayer switches in the network. It eliminates the need to manually configure RP information in every 
router and switch in the network. However, instead of using IP multicast to distribute group-to-RP 
mapping information, BSR uses hop-by-hop flooding of special BSR messages to distribute the mapping 
information.

The BSR is elected from a set of candidate routers and switches in the domain that have been configured 
to function as BSRs. The election mechanism is similar to the root-bridge election mechanism used in 
bridged LANs. The BSR election is based on the BSR priority of the device contained in the BSR 
messages that are sent hop-by-hop through the network. Each BSR device examines the message and 
forwards out all interfaces only the message that has either a higher BSR priority than its BSR priority 
or the same BSR priority, but with a higher BSR IP address. Using this method, the BSR is elected.

The elected BSR sends BSR messages to the all-PIM-routers multicast group (224.0.0.13) with a TTL 
of 1. Neighboring PIMv2 routers or multilayer switches receive the BSR message and multicast it out 
all other interfaces (except the one on which it was received) with a TTL of 1. In this way, BSR messages 
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travel hop-by-hop throughout the PIM domain. Because BSR messages contain the IP address of the 
current BSR, the flooding mechanism allows candidate RPs to automatically learn which device is the 
elected BSR.

Candidate RPs send candidate RP advertisements showing the group range for which they are 
responsible directly to the BSR, which stores this information in its local candidate-RP cache. The BSR 
periodically advertises the contents of this cache in BSR messages to all other PIM devices in the 
domain. These messages travel hop-by-hop through the network to all routers and switches, which store 
the RP information in the BSR message in their local RP cache. The routers and switches select the same 
RP for a given group because they all use a common RP hashing algorithm.

Multicast Forwarding and Reverse Path Check

With unicast routing, routers and multilayer switches forward traffic through the network along a single 
path from the source to the destination host whose IP address appears in the destination address field of 
the IP packet. Each router and switch along the way makes a unicast forwarding decision, using the 
destination IP address in the packet, by looking up the destination address in the unicast routing table 
and forwarding the packet through the specified interface to the next hop toward the destination.

With multicasting, the source is sending traffic to an arbitrary group of hosts represented by a multicast 
group address in the destination address field of the IP packet. To determine whether to forward or drop 
an incoming multicast packet, the router or multilayer switch uses a reverse path forwarding (RPF) check 
on the packet as follows and shown in Figure 34-6:

1. The router or multilayer switch examines the source address of the arriving multicast packet to 
determine whether the packet arrived on an interface that is on the reverse path back to the source.

2. If the packet arrives on the interface leading back to the source, the RPF check is successful and the 
packet is forwarded to all interfaces in the outgoing interface list (which might not be all interfaces 
on the router).

3. If the RPF check fails, the packet is discarded.

Some multicast routing protocols, such as DVMRP, maintain a separate multicast routing table and use 
it for the RPF check. However, PIM uses the unicast routing table to perform the RPF check.

Figure 34-6 shows Gigabit Ethernet interface 0/2 receiving a multicast packet from source 151.10.3.21. 
A check of the routing table shows that the interface on the reverse path to the source is Gigabit Ethernet 
interface 0/1, not interface 0/2. Because the RPF check fails, the multilayer switch discards the packet. 
Another multicast packet from source 151.10.3.21 is received on interface 0/1, and the routing table 
shows this interface is on the reverse path to the source. Because the RPF check passes, the switch 
forwards the packet to all interfaces in the outgoing interface list.
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Figure 34-6 RPF Check

PIM uses both source trees and RP-rooted shared trees to forward datagrams (described in the “PIM 
DM” section on page 34-5 and the “PIM SM” section on page 34-7); the RPF check is performed 
differently for each:

• If a PIM router or multilayer switch has a source-tree state (that is, an (S,G) entry is present in the 
multicast routing table), it performs the RPF check against the IP address of the source of the 
multicast packet. 

• If a PIM router or multilayer switch has a shared-tree state (and no explicit source-tree state), it 
performs the RPF check on the rendezvous point (RP) address (which is known when members join 
the group).

Sparse-mode PIM uses the RPF lookup function to determine where it needs to send joins and prunes:

• (S,G) joins (which are source-tree states) are sent toward the source. 

• (*,G) joins (which are shared-tree states) are sent toward the RP. 

DVMRP and dense-mode PIM use only source trees and use RPF as previously described. 

Neighbor Discovery

PIM uses a neighbor discovery mechanism to establish PIM neighbor adjacencies. To establish 
adjacencies, a PIM router or multilayer switch sends PIM hello messages to the all-PIM-routers 
multicast group (224.0.0.13) on each of its multicast-enabled interfaces. The hello message contains a 
holdtime, which tells the receiver when the neighbor adjacency associated with the sender expires if no 
more PIM hello messages are received. (Keeping track of adjacencies is important for PIM DM operation 
for building the source distribution tree.) 

PIM hello messages are also used to elect the DR for multi-access networks (Ethernet). The router or 
multilayer switch on the network with the highest IP address is the DR. With PIM DM operation, the DR 
has meaning only if IGMPv1 is in use; IGMPv1 does not have an IGMP querier election process, so the 
elected DR functions as the IGMP querier. In PIM SM operation, the DR is the router or switch that is 
directly connected to the multicast source. It sends PIM register messages to notify the RP that multicast 
traffic from a source needs to be forwarded down the shared tree.
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Understanding DVMRP
Distance Vector Multicast Routing Protocol (DVMRP) is implemented in the equipment of many 
vendors and is based on the public-domain mrouted program. This protocol has been deployed in the 
multicast backbone (MBONE) and in other intradomain multicast networks.

Cisco routers and multilayer switches run PIM and can forward multicast packets to and receive from a 
DVMRP neighbor. It is also possible to propagate DVMRP routes into and through a PIM cloud. The 
Cisco IOS software propagates DVMRP routes and builds a separate database for these routes on each 
router and multilayer switch, but PIM uses this routing information to make the packet-forwarding 
decision. The Cisco IOS software does not implement the complete DVMRP. The Cisco IOS software 
supports dynamic discovery of DVMRP routers and can interoperate with them over traditional media 
(such as Ethernet and FDDI) or over DVMRP-specific tunnels.

DVMRP Neighbor Discovery

A DVMRP router learns about other DVMRP routers by periodically sending DVMRP probe messages 
to the all-DVMRP-routers multicast group (224.0.0.4). A second DVMRP router receiving the message 
adds the IP address of the first router that sent the probe to its internal list of DVMRP neighbors on the 
received interface and then sends its own probe message. This probe message contains all the addresses 
of neighboring DVMRP routers in its neighbor list, including the address of the first router. When the 
first DVMRP router receives a probe with its own address listed in the neighbor list, a two-way adjacency 
is formed between itself and the neighbor that sent the probe.

DVMRP Route Table

DVMRP neighbors build a route table by periodically exchanging source network routing information 
in route-report messages. These messages contain entries that advertise a source network with a mask 
and a hop count that is used as the routing metric. The routing information stored in the DVMRP routing 
table is separate from the unicast routing table and is used to build a source distribution tree and to 
perform multicast forward using reverse-path forwarding (RPF). 

DVMRP Source Distribution Tree

DVMRP is a dense-mode protocol and builds a parent-child database using a constrained multicast 
model to build a forwarding tree rooted at the source of the multicast packets. Multicast packets are 
initially flooded down this source tree. If redundant paths are on the source tree, packets are not 
forwarded along those paths. Forwarding occurs until prune messages are received on those parent-child 
links, which further constrain the broadcast of multicast packets. DVMRP supports a reliable graft and 
graft-ack mechanism that grafts previously pruned branches of a tree. The graft-ack messages are sent 
by the upstream router in response to received graft messages, preventing the loss of a graft message 
because of congestion.

Understanding CGMP
This software release provides CGMP-server support on your multilayer switches; no client-side 
functionality is provided. The multilayer switch serves as a CGMP server for devices that do not support 
IGMP snooping but have CGMP-client functionality. 
34-11
Catalyst 3550 Multilayer Switch Software Configuration Guide

78-11194-09



 

Chapter 34      Configuring IP Multicast Routing
Cisco Implementation of IP Multicast Routing
CGMP is a protocol used on Cisco routers and multilayer switches connected to Layer 2 Catalyst 
switches to perform tasks similar to those performed by IGMP. CGMP permits Layer 2 group 
membership information to be communicated from the CGMP server to the switch, which can learn on 
which ports multicast members reside instead of flooding multicast traffic to all switch ports. (IGMP 
snooping is another method to constrain the flooding of multicast packets. For more information, see 
Chapter 20, “Configuring IGMP Snooping and MVR.”)

CGMP is necessary because the Layer 2 switch cannot distinguish between IP multicast data packets and 
IGMP report messages, which are both at the MAC-level and are addressed to the same group address.

Joining a Group with CGMP

Hosts connected to a Layer 2 Catalyst switch can join a multicast group by sending an unsolicited IGMP 
membership report message to the target group (224.1.2.3) as shown in Figure 34-7. Because LAN 
switches operate at Layer 2 and understand only MAC addresses, the source and destination fields of the 
frame contain 48-bit MAC addresses for Host 3 (0080.c7a2.1093) and MAC-address equivalent of the 
multicast group address (0100.5e01.0203).

The IGMP membership report is received by the Layer 2 switch and forwarded to the CGMP server for 
normal IGMP processing. The CGMP server, which must have CGMP enabled on the interface 
connected to the Layer 2 switch, receives the membership report and translates the report into a CGMP 
join message. It sends the CGMP join message to the switch through the well-known CGMP multicast 
MAC address (0x0100.0cdd.dddd). When the Layer 2 switch receives the join message, it updates its 
forwarding table to include the MAC-equivalent of the group destination address and the applicable 
input and output switch ports.

Figure 34-7 Host Joining a Group Using CGMP

IGMP Membership Report

Cisco router or
Catalyst 3550 multilayer switch
(CGMP server)

Host 1
Source group
224.1.2.3

Host 2
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CGMP Join Message
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Dest MAC = 0100.5e01.0203
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Group = 224.1.2.3

Source = 0080.c7a2.1093
Group Dest = 0100.5e01.0203
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Leaving a Group with CGMP

When an IGMPv2 host leaves a group, it can send an IGMP leave group message to the 
all-multicast-routers group (224.0.0.2). The CGMP server translates this leave group message into a 
CGMP leave message and sends it to the switch.

To expedite a host on a LAN leaving a multicast group, some Layer 2 Catalyst switch software offers the 
CGMP Fast-Leave feature, which allows the switch to perform IGMPv2 leave processing locally without 
involving the CGMP server and accelerates the removal of unused CGMP groups. The host sends the 
leave group message to the all-multicast-routers group (224.0.0.2). The Layer 2 switch processes it and 
does not forward it to the CGMP server. The Layer 2 switch sends an IGMP general query message on 
the port where the leave message was received to determine if there are remaining members for the group 
on the port. If no response is received, the Layer 2 switch sends an IGMP leave message to the CGMP 
server, which sends a group-specific query to the multicast group to see if there are any remaining 
members in the group. If there is no response, the CGMP server updates its multicast routing table and 
sends a CGMP delete group message to the Layer 2 switch, which updates its routing table.

Configuring IP Multicast Routing
These sections describe how to configure IP multicast routing:

• Default Multicast Routing Configuration, page 34-13

• Multicast Routing Configuration Guidelines, page 34-14

• Configuring Basic Multicast Routing, page 34-15 (required procedure)

• Configuring a Rendezvous Point, page 34-17 (required for spare-mode or sparse-dense-mode 
operation)

• Using Auto-RP and a BSR, page 34-27

• Monitoring the RP Mapping Information, page 34-27

• Troubleshooting PIMv1 and PIMv2 Interoperability Problems, page 34-28

Default Multicast Routing Configuration
Table 34-1 shows the default multicast routing configuration.

Table 34-1 Default Multicast Routing Configuration

Feature Default Setting

Multicast routing Disabled on all interfaces.

PIM version Version 2 (for devices running Cisco IOS Release 11.3(2)T 
or later).

PIM mode No mode is defined.

PIM RP address None configured.

PIM domain border Disabled.

PIM multicast boundary None.

Candidate BSRs Disabled.

Candidate RPs Disabled.
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Multicast Routing Configuration Guidelines
To avoid misconfiguring multicast routing on your multilayer switch, review the information in these 
sections:

• PIMv1 and PIMv2 Interoperability, page 34-14

• Auto-RP and BSR Configuration Guidelines, page 34-15

PIMv1 and PIMv2 Interoperability

The Cisco PIMv2 implementation allows interoperability and transition between Version 1 and 
Version 2, although there might be some minor problems. 

You can upgrade to PIMv2 incrementally. PIM Versions 1 and 2 can be configured on different routers 
and multilayer switches within one network. Internally, all routers and multilayer switches on a shared 
media network must run the same PIM version. Therefore, if a PIMv2 device detects a PIMv1 device, 
the Version 2 device downgrades itself to Version 1 until all Version 1 devices have been shut down or 
upgraded.

PIMv2 uses the BSR to discover and announce RP-set information for each group prefix to all the routers 
and multilayer switches in a PIM domain. PIMv1, together with the Auto-RP feature, can perform the 
same tasks as the PIMv2 BSR. However, Auto-RP is a standalone protocol, separate from PIMv1, and is 
a proprietary Cisco protocol. PIMv2 is a standards track protocol in the IETF. We recommend that you 
use PIMv2. The BSR mechanism interoperates with Auto-RP on Cisco routers and multilayer switches. 
For more information, see the “Auto-RP and BSR Configuration Guidelines” section on page 34-15.

When PIMv2 devices interoperate with PIMv1 devices, Auto-RP should have already been deployed. A 
PIMv2 BSR that is also an Auto-RP mapping agent automatically advertises the RP elected by Auto-RP. 
That is, Auto-RP sets its single RP on every router or multilayer switch in the group. Not all routers and 
switches in the domain use the PIMv2 hash function to select multiple RPs.

Dense-mode groups in a mixed PIMv1 and PIMv2 region need no special configuration; they 
automatically interoperate.

Sparse-mode groups in a mixed PIMv1 and PIMv2 region are possible because the Auto-RP feature in 
PIMv1 interoperates with the PIMv2 RP feature. Although all PIMv2 devices can also use PIMv1, we 
recommend that the RPs be upgraded to PIMv2 (or at least upgraded to PIMv1 in the Cisco IOS 
Release 11.3 software). To ease the transition to PIMv2, we have these recommendations:

• Use Auto-RP throughout the region.

• Configure sparse-dense mode throughout the region.

If Auto-RP is not already configured in the PIMv1 regions, configure Auto-RP. For more information, 
see the “Configuring Auto-RP” section on page 34-18.

Shortest-path tree threshold rate 0 kbps.

PIM router query message interval 30 seconds.

Table 34-1 Default Multicast Routing Configuration (continued)

Feature Default Setting
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Auto-RP and BSR Configuration Guidelines

There are two approaches to using PIMv2. You can use Version 2 exclusively in your network or migrate 
to Version 2 by employing a mixed PIM version environment. 

• If your network is all Cisco routers and multilayer switches, you can use either Auto-RP or BSR. 

• If you have non-Cisco routers in your network, you must use BSR. 

• If you have Cisco PIMv1 and PIMv2 routers and multilayer switches and non-Cisco routers, you 
must use both Auto-RP and BSR.

• Because bootstrap messages are sent hop-by-hop, a PIMv1 device prevents these messages from 
reaching all routers and multilayer switches in your network. Therefore, if your network has a 
PIMv1 device in it and only Cisco routers and multilayer switches, it is best to use Auto-RP. 

• If you have a network that includes non-Cisco routers, configure the Auto-RP mapping agent and 
the BSR on a Cisco PIMv2 router or multilayer switch. Ensure that no PIMv1 device is on the path 
between the BSR and a non-Cisco PIMv2 router.

• If you have non-Cisco PIMv2 routers that need to interoperate with Cisco PIMv1 routers and 
multilayer switches, both Auto-RP and a BSR are required. We recommend that a Cisco PIMv2 
device be both the Auto-RP mapping agent and the BSR. For more information, see the “Using 
Auto-RP and a BSR” section on page 34-27.

Configuring Basic Multicast Routing
You must enable IP multicast routing and configure the PIM version and PIM mode so that the Cisco 
IOS software can forward multicast packets and determine how the multilayer switch populates its 
multicast routing table.

You can configure an interface to be in PIM dense mode, sparse mode, or sparse-dense mode. The mode 
determines how the switch populates its multicast routing table and how it forwards multicast packets it 
receives from its directly connected LANs. You must enable PIM in one of these modes for an interface 
to perform IP multicast routing. Enabling PIM on an interface also enables IGMP operation on that 
interface.

By default, multicast routing is disabled, and there is no default mode setting. The following procedure 
is required. 

Beginning in privileged EXEC mode, follow these steps to enable IP multicasting and a PIM mode on 
your multilayer switch:

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 ip multicast-routing Enable IP multicast forwarding.
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To disable multicasting, use the no ip multicast-routing global configuration command. To return to the 
default PIM version, use the no ip pim version interface configuration command. To disable PIM on an 
interface, use the no ip pim interface configuration command.

Step 3 interface interface-id Enter interface configuration mode, and specify the Layer 3 interface on 
which you want to enable multicast routing.

The specified interface must be one of the following:

• A routed port: a physical port that has been configured as a Layer 3 
port by entering the no switchport interface configuration 
command.

• An SVI: a VLAN interface created by using the interface vlan 
vlan-id global configuration command.

These ports must have IP addresses assigned to them. For more 
information, see the “Configuring Layer 3 Interfaces” section on 
page 10-18.

Step 4 ip pim version [1 | 2] Configure the PIM version on the interface. 

By default, Version 2 is enabled and is the recommended setting.

Note All IP multicast-capable Cisco PIM routers using Cisco IOS 
Release 11.3(2)T or later start in PIMv2 by default.

An interface in PIMv2 mode automatically downgrades to PIMv1 mode 
if that interface has a PIMv1 neighbor. The interface returns to Version 2 
mode after all Version 1 neighbors are shut down or upgraded.

For more information, see the “PIMv1 and PIMv2 Interoperability” 
section on page 34-14.

Step 5 ip pim {dense-mode | sparse-mode | 
sparse-dense-mode}

Enable a PIM mode on the interface.

By default, no mode is configured. 

The keywords have these meanings:

• dense-mode—Enables dense mode of operation.

• sparse-mode—Enables sparse mode of operation.

• sparse-dense-mode—Causes the interface to be treated in the mode 
in which the group belongs. Sparse-dense-mode is the recommended 
setting.

Note If you are use sparse-mode or sparse-dense mode, you must also 
configure an RP. For more information, see the “Configuring a 
Rendezvous Point” section on page 34-17.

Step 6 end Return to privileged EXEC mode.

Step 7 show running-config Verify your entries.

Step 8 copy running-config startup-config (Optional) Save your entries in the configuration file.

Command Purpose
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Configuring a Rendezvous Point
If you have configured PIM SM or PIM SM-DM, you must configure an RP for the multicast group. You 
can use several methods, as described in these sections:

• Manually Assigning an RP to Multicast Groups, page 34-17

• Configuring Auto-RP, page 34-18 (a standalone, Cisco-proprietary protocol separate from PIMv1)

• Configuring PIMv2 BSR, page 34-22 (a standards track protocol in the Internet Engineering Task 
Force (IETF)

You can use Auto-RP, BSR, or a combination of both, depending on the PIM version you are running 
and the types of routers in your network. For more information, see the “PIMv1 and PIMv2 
Interoperability” section on page 34-14 and the “Auto-RP and BSR Configuration Guidelines” section 
on page 34-15.

Manually Assigning an RP to Multicast Groups

This section explains how to manually configure an RP. If the RP for a group is learned through a 
dynamic mechanism (such as Auto-RP or BSR), you need not perform this task for that RP.

Senders of multicast traffic announce their existence through register messages received from the 
source’s first-hop router (designated router) and forwarded to the RP. Receivers of multicast packets use 
RPs to join a multicast group by using explicit join messages. RPs are not members of the multicast 
group; rather, they serve as a meeting place for multicast sources and group members.

Beginning in privileged EXEC mode, follow these steps to manually configure the address of the RP:

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 ip pim rp-address ip-address 
[access-list-number] [override]

Configure the address of a PIM RP. 

By default, no PIM RP address is configured. You must configure the IP 
address of RPs on all routers and multilayer switches (including the RP). 
If there is no RP configured for a group, the multilayer switch treats the 
group as dense, using the dense-mode PIM techniques. A PIM device can 
use multiple RPs, but only one per group. 

• For ip-address, enter the unicast address of the RP in dotted-decimal 
notation.

• (Optional) For access-list-number, enter an IP standard access list 
number from 1 to 99. If no access list is configured, the RP is used for 
all groups.

• (Optional) The override keyword means that if there is a conflict 
between the RP configured with this command and one learned by 
Auto-RP or BSR, the RP configured with this command prevails. 
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To remove an RP address, use the no ip pim rp-address ip-address [access-list-number] [override] 
global configuration command.

This example shows how to configure the address of the RP to 147.106.6.22 for multicast 
group 225.2.2.2 only:

Switch(config)# access-list 1 permit 225.2.2.2 0.0.0.0
Switch(config)# ip pim rp-address 147.106.6.22 1

Configuring Auto-RP

Auto-RP uses IP multicast to automate the distribution of group-to-RP mappings to all Cisco routers and 
multilayer switches in a PIM network. It has these benefits:

• It is easy to use multiple RPs within a network to serve different group ranges.

• It allows load splitting among different RPs and arrangement of RPs according to the location of 
group participants. 

• It avoids inconsistent, manual RP configurations on every router and multilayer switch in a PIM 
network, which can cause connectivity problems.

Note If you configure PIM in sparse mode or sparse-dense mode and do not configure Auto-RP, you must 
manually configure an RP as described in the “Manually Assigning an RP to Multicast Groups” section 
on page 34-17.

Note If routed interfaces are configured in sparse mode, Auto-RP can still be used if all devices are configured 
with a manual RP address for the Auto-RP groups. 

Step 3 access-list access-list-number {deny | 
permit} source [source-wildcard]

Create a standard access list, repeating the command as many times as 
necessary.

• For access-list-number, enter the access list number specified in Step 
2.

• The deny keyword denies access if the conditions are matched. The 
permit keyword permits access if the conditions are matched.

• For source, enter the multicast group address for which the RP should 
be used.

• (Optional) For source-wildcard, enter the wildcard bits in dotted 
decimal notation to be applied to the source. Place ones in the bit 
positions that you want to ignore.

Recall that the access list is always terminated by an implicit deny 
statement for everything.

Step 4 end Return to privileged EXEC mode.

Step 5 show running-config Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.

Command Purpose
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These sections describe how to configure Auto-RP:

• Setting up Auto-RP in a New Internetwork, page 34-19

• Adding Auto-RP to an Existing Sparse-Mode Cloud, page 34-19

• Preventing Join Messages to False RPs, page 34-20

• Preventing Candidate RP Spoofing, page 34-21

For overview information, see the “Auto-RP” section on page 34-8.

Setting up Auto-RP in a New Internetwork

If you are setting up Auto-RP in a new internetwork, you do not need a default RP because you configure 
all the interfaces for sparse-dense mode. Follow the process described in the section “Adding Auto-RP 
to an Existing Sparse-Mode Cloud” section on page 34-19. However, skip Step 3 to configure a PIM 
router as the RP for the local group.

Adding Auto-RP to an Existing Sparse-Mode Cloud

This section contains some suggestions for the initial deployment of Auto-RP into an existing 
sparse-mode cloud to minimize disruption of the existing multicast infrastructure.

Beginning in privileged EXEC mode, follow these steps to deploy Auto-RP in an existing sparse-mode 
cloud:

Command Purpose

Step 1 show running-config Verify that a default RP is already configured on all PIM devices and the 
RP in the sparse-mode network. 

This step is not required for spare-dense-mode environments.

The selected RP should have good connectivity and be available across 
the network. Use this RP for the global groups (for example 224.x.x.x 
and other global groups). Do not reconfigure the group address range that 
this RP serves. RPs dynamically discovered through Auto-RP take 
precedence over statically configured RPs. Assume that it is desirable to 
use a second RP for the local groups.

Step 2 configure terminal Enter global configuration mode.

Step 3 ip pim send-rp-announce interface-id 
scope ttl group-list access-list-number 
interval seconds

Configure another PIM device to be the candidate RP for local groups.

• For interface-id, enter the interface type and number that identifies 
the RP address. Valid interfaces include physical ports, port 
channels, and VLANs.

• For scope ttl, specify the time-to-live value in hops. Enter a hop 
count that is high enough so that the RP-announce messages reach 
all mapping agents in the network. There is no default setting. The 
range is 1 to 255.

• For group-list access-list-number, enter an IP standard access list 
number from 1 to 99. If no access list is configured, the RP is used 
for all groups.

• For interval seconds, specify how often the announcement messages 
must be sent. The default is 60 seconds. The range is 1 to 16383.
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To remove the PIM device configured as the candidate RP, use the no ip pim send-rp-announce global 
configuration command. To remove the multilayer switch as the RP-mapping agent, use the no ip pim 
send-rp-discovery global configuration command.

This example shows how to send RP announcements out all PIM-enabled interfaces for a maximum of 31 
hops. The IP address of Gigabit Ethernet interface 0/1 is the RP. Access list 5 describes the group for 
which this multilayer switch serves as RP:

Switch(config)# ip pim send-rp-announce gigabitethernet0/1 scope 31 group-list 5
Switch(config)# access-list 5 permit 224.0.0.0 15.255.255.255

Preventing Join Messages to False RPs

Determine whether the ip pim accept-rp command was previously configured throughout the network 
by using the show running-config privileged EXEC command. If the ip pim accept-rp command is not 
configured on any device, this problem can be addressed later. In those routers or multilayer switches 
already configured with the ip pim accept-rp command, you must enter the command again to accept 
the newly advertised RP.

To accept all RPs advertised with Auto-RP and reject all other RPs by default, use the ip pim accept-rp 
auto-rp global configuration command.

Step 4 access-list access-list-number {deny | 
permit} source [source-wildcard]

Create a standard access list, repeating the command as many times as 
necessary.

• For access-list-number, enter the access list number specified in 
Step 3.

• The deny keyword denies access if the conditions are matched. The 
permit keyword permits access if the conditions are matched.

• For source, enter the multicast group address range for which the RP 
should be used.

• (Optional) For source-wildcard, enter the wildcard bits in dotted 
decimal notation to be applied to the source. Place ones in the bit 
positions that you want to ignore.

Recall that the access list is always terminated by an implicit deny 
statement for everything.

Step 5 ip pim send-rp-discovery scope ttl Find a multilayer switch whose connectivity is not likely to be 
interrupted, and assign it the role of RP-mapping agent. 

For scope ttl, specify the time-to-live value in hops to limit the RP 
discovery packets. All devices within the hop count from the source 
device receive the Auto-RP discovery messages. These messages tell 
other devices which group-to-RP mapping to use to avoid conflicts (such 
as overlapping group-to-RP ranges). There is no default setting. The 
range is 1 to 255.

Step 6 end Return to privileged EXEC mode.

Step 7 show running-config Verify your entries.

Step 8 copy running-config startup-config (Optional) Save your entries in the configuration file.

Command Purpose
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If all interfaces are in sparse mode, use a default-configured RP to support the two well-known 
groups 224.0.1.39 and 224.0.1.40. Auto-RP uses these two well-known groups to collect and distribute 
RP-mapping information. When this is the case and the ip pim accept-rp auto-rp command is 
configured, another ip pim accept-rp command accepting the RP must be configured as follows:

Switch(config)# ip pim accept-rp 172.10.20.1 1
Switch(config)# access-list 1 permit 224.0.1.39
Switch(config)# access-list 1 permit 224.0.1.40

Preventing Candidate RP Spoofing

You can add configuration commands to the mapping agents to prevent a maliciously configured router 
from masquerading as a candidate RP and causing problems.

Beginning in privileged EXEC mode, follow these steps to filter incoming RP announcement messages:

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 ip pim rp-announce-filter rp-list 
access-list-number group-list 
access-list-number

Filter incoming RP announcement messages.

Enter this command on each mapping agent in the network.

Without this command, all incoming RP-announce messages are 
accepted by default.

For rp-list access-list-number, configure an access list of candidate RP 
addresses that, if permitted, is accepted for the group ranges supplied 
in the group-list access-list-number variable. If this variable is 
omitted, the filter applies to all multicast groups.

If more than one mapping agent is used, the filters must be consistent 
across all mapping agents to ensure that no conflicts occur in the 
Group-to-RP mapping information.

Step 3 access-list access-list-number {deny | 
permit} source [source-wildcard]

Create a standard access list, repeating the command as many times as 
necessary.

• For access-list-number, enter the access list number specified in 
Step 2.

• The deny keyword denies access if the conditions are matched. 
The permit keyword permits access if the conditions are matched.

• Create an access list that specifies from which routers and 
multilayer switches the mapping agent accepts candidate RP 
announcements (rp-list ACL).

• Create an access list that specifies the range of multicast groups 
from which to accept or deny (group-list ACL).

• For source, enter the multicast group address range for which the 
RP should be used.

• (Optional) For source-wildcard, enter the wildcard bits in dotted 
decimal notation to be applied to the source. Place ones in the bit 
positions that you want to ignore.

Recall that the access list is always terminated by an implicit deny 
statement for everything.

Step 4 end Return to privileged EXEC mode.
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To remove a filter on incoming RP announcement messages, use the no ip pim rp-announce-filter 
rp-list access-list-number group-list access-list-number global configuration command. 

This example shows a sample configuration on an Auto-RP mapping agent that is used to prevent 
candidate RP announcements from being accepted from unauthorized candidate RPs:

Switch(config)# ip pim rp-announce-filter rp-list 10 group-list 20
Switch(config)# access-list 10 permit host 172.16.5.1
Switch(config)# access-list 10 permit host 172.16.2.1
Switch(config)# access-list 20 deny 239.0.0.0 0.0.255.255
Switch(config)# access-list 20 permit 224.0.0.0 15.255.255.255

In this example, the mapping agent accepts candidate RP announcements from only two devices, 
172.16.5.1 and 172.16.2.1. The mapping agent accepts candidate RP announcements from these two 
devices only for multicast groups that fall in the group range of 224.0.0.0 to 239.255.255.255. The 
mapping agent does not accept candidate RP announcements from any other devices in the network. 
Furthermore, the mapping agent does not accept candidate RP announcements from 172.16.5.1 
or 172.16.2.1 if the announcements are for any groups in the 239.0.0.0 through 239.255.255.255 range. 
This range is the administratively scoped address range.

Configuring PIMv2 BSR

BSR automates the distribution of group-to-RP mappings to all routers and multilayer switches in a 
PIMv2 network. It eliminates the need to manually configure RP information in every device in the 
network. However, instead of using IP multicast to distribute group-to-RP mapping information, BSR 
uses hop-by-hop flooding of special BSR messages to distribute the mapping information. For overview 
information, see the “Bootstrap Router” section on page 34-8.

These sections describe how to set up BSR in your PIMv2 network:

• Defining the PIM Domain Border, page 34-22

• Defining the IP Multicast Boundary, page 34-24

• Configuring Candidate BSRs, page 34-25

• Configuring Candidate RPs, page 34-26

Defining the PIM Domain Border

As IP multicast becomes more widespread, the chances of one PIMv2 domain bordering another PIMv2 
domain is increasing. Because these two domains probably do not share the same set of RPs, BSR, 
candidate RPs, and candidate BSRs, you need to constrain PIMv2 BSR messages from flowing into or 
out of the domain. Allowing these messages to leak across the domain borders could adversely affect the 
normal BSR election mechanism and elect a single BSR across all bordering domains and co-mingle 
candidate RP advertisements, resulting in the election of RPs in the wrong domain.

Step 5 show running-config Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.

Command Purpose
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Beginning in privileged EXEC mode, follow these steps to define the PIM domain border:

To remove the PIM border, use the no ip pim bsr-border interface configuration command.

Figure 34-8 Constraining PIMv2 BSR Messages

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface to be 
configured.

Step 3 ip pim bsr-border Define a PIM bootstrap message boundary for the PIM domain.

Enter this command on each interface that connects to other bordering 
PIM domains. This command instructs the multilayer switch to neither 
send or receive PIMv2 BSR messages on this interface as shown in 
Figure 34-8.

Step 4 end Return to privileged EXEC mode.

Step 5 show running-config Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Defining the IP Multicast Boundary

You define a multicast boundary to prevent Auto-RP messages from entering the PIM domain. You 
create an access list to deny packets destined for 224.0.1.39 and 224.0.1.40, which carry Auto-RP 
information. 

Beginning in privileged EXEC mode, follow these steps to define a multicast boundary:

To remove the boundary, use the no ip multicast boundary interface configuration command.

This example shows a portion of an IP multicast boundary configuration that denies Auto-RP 
information:

Switch(config)# access-list 1 deny 224.0.1.39
Switch(config)# access-list 1 deny 224.0.1.40
Switch(config)# interface gigabitethernet0/1
Switch(config-if)# ip multicast boundary 1

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 access-list access-list-number deny 
source [source-wildcard]

Create a standard access list, repeating the command as many times as 
necessary.

• For access-list-number, the range is 1 to 99.

• The deny keyword denies access if the conditions are matched.

• For source, enter multicast addresses 224.0.1.39 and 224.0.1.40, 
which carry Auto-RP information.

• (Optional) For source-wildcard, enter the wildcard bits in dotted 
decimal notation to be applied to the source. Place ones in the bit 
positions that you want to ignore.

Recall that the access list is always terminated by an implicit deny 
statement for everything.

Step 3 interface interface-id Enter interface configuration mode, and specify the interface to be 
configured.

Step 4 ip multicast boundary 
access-list-number

Configure the boundary, specifying the access list you created in Step 2.

Step 5 end Return to privileged EXEC mode.

Step 6 show running-config Verify your entries.

Step 7 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Configuring Candidate BSRs

You can configure one or more candidate BSRs. The devices serving as candidate BSRs should have 
good connectivity to other devices and be in the backbone portion of the network. 

Beginning in privileged EXEC mode, follow these steps to configure your multilayer switch as a 
candidate BSR: 

To remove this device as a candidate BSR, use the no ip pim bsr-candidate global configuration 
command.

This example shows how to configure a candidate BSR, which uses the IP address 172.21.24.18 on 
Gigabit Ethernet interface 0/2 as the advertised BSR address, uses 30 bits as the hash-mask-length, and 
has a priority of 10.

Switch(config)# interface gigabitethernet0/2
Switch(config-if)# ip address 172.21.24.18 255.255.255.0
Switch(config-if)# ip pim sparse-dense-mode
Switch(config-if)# ip pim bsr-candidate gigabitethernet0/2 30 10

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 ip pim bsr-candidate interface-id 
hash-mask-length [priority]

Configure your multilayer switch to be a candidate BSR.

• For interface-id, enter the interface type and number on this switch 
from which the BSR address is derived to make it a candidate. This 
interface must be enabled with PIM. Valid interfaces include 
physical ports, port channels, and VLANs.

• For hash-mask-length, specify the mask length (32 bits maximum) 
that is to be ANDed with the group address before the hash function 
is called. All groups with the same seed hash correspond to the same 
RP. For example, if this value is 24, only the first 24 bits of the group 
addresses matter.

• (Optional) For priority, enter a number from 0 to 255. The BSR with 
the larger priority is preferred. If the priority values are the same, 
the device with the highest IP address is selected as the BSR. The 
default is 0.

Step 3 end Return to privileged EXEC mode.

Step 4 show running-config Verify your entries.

Step 5 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Configuring Candidate RPs

You can configure one or more candidate RPs. Similar to BSRs, the RPs should also have good 
connectivity to other devices and be in the backbone portion of the network. An RP can serve the entire 
IP multicast address space or a portion of it. Candidate RPs send candidate RP advertisements to the 
BSR. When deciding which devices should be RPs, consider these options:

• In a network of Cisco routers and multilayer switches where only Auto-RP is used, any device can 
be configured as an RP.

• In a network that includes only Cisco PIMv2 routers and multilayer switches and with routers from 
other vendors, any device can be used as an RP. 

• In a network of Cisco PIMv1 routers, Cisco PIMv2 routers, and routers from other vendors, 
configure only Cisco PIMv2 routers and multilayer switches as RPs.

Beginning in privileged EXEC mode, follow these steps to configure your multilayer switch to advertise 
itself as a PIMv2 candidate RP to the BSR:

To remove this device as a candidate RP, use the no ip pim rp-candidate global configuration command.

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 ip pim rp-candidate interface-id 
[group-list access-list-number]

Configure your multilayer switch to be a candidate RP.

• For interface-id, enter the interface type and number whose 
associated IP address is advertised as a candidate RP address. Valid 
interfaces include physical ports, port channels, and VLANs.

• (Optional) For group-list access-list-number, enter an IP standard 
access list number from 1 to 99. If no group-list is specified, the 
multilayer switch is a candidate RP for all groups. 

Step 3 access-list access-list-number {deny | 
permit} source [source-wildcard]

Create a standard access list, repeating the command as many times as 
necessary.

• For access-list-number, enter the access list number specified in 
Step 2.

• The deny keyword denies access if the conditions are matched. The 
permit keyword permits access if the conditions are matched.

• For source, enter the number of the network or host from which the 
packet is being sent.

• (Optional) For source-wildcard, enter the wildcard bits in dotted 
decimal notation to be applied to the source. Place ones in the bit 
positions that you want to ignore.

Recall that the access list is always terminated by an implicit deny 
statement for everything.

Step 4 end Return to privileged EXEC mode.

Step 5 show running-config Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.
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This example shows how to configure the multilayer switch to advertise itself as a candidate RP to the 
BSR in its PIM domain. Standard access list number 4 specifies the group prefix associated with the RP 
that has the address identified by Gigabit Ethernet interface 0/2. That RP is responsible for the groups 
with the prefix 239.

Switch(config)# ip pim rp-candidate gigabitethernet0/2 group-list 4
Switch(config)# access-list 4 permit 239.0.0.0 0.255.255.255

Using Auto-RP and a BSR
If you have non-Cisco PIMv2 routers that need to interoperate with Cisco PIMv1 routers and multilayer 
switches, both Auto-RP and a BSR are required. We recommend that a Cisco PIMv2 router or multilayer 
switch be both the Auto-RP mapping agent and the BSR.

If you must have one or more BSRs, we have these recommendations:

• Configure the candidate BSRs as the RP-mapping agents for Auto-RP. For more information, see 
the “Configuring Auto-RP” section on page 34-18 and the “Configuring Candidate BSRs” section 
on page 34-25.

• For group prefixes advertised through Auto-RP, the PIMv2 BSR mechanism should not advertise a 
subrange of these group prefixes served by a different set of RPs. In a mixed PIMv1 and PIMv2 
domain, have backup RPs serve the same group prefixes. This prevents the PIMv2 DRs from 
selecting a different RP from those PIMv1 DRs, due to the longest match lookup in the RP-mapping 
database.

Beginning in privileged EXEC mode, follow these steps to verify the consistency of group-to-RP 
mappings: 

Monitoring the RP Mapping Information
To monitor the RP mapping information, use these commands in privileged EXEC mode: 

• show ip pim bsr displays information about the elected BSR.

• show ip pim rp-hash group displays the RP that was selected for the specified group.

• show ip pim rp [group-name | group-address | mapping] displays how the multilayer switch learns 
of the RP (through the BSR or the Auto-RP mechanism).

Command Purpose

Step 1 show ip pim rp [[group-name | 
group-address] | mapping]

On any Cisco device, display the available RP mappings.

• (Optional) For group-name, specify the name of the group about which to 
display RPs.

• (Optional) For group-address, specify the address of the group about which 
to display RPs.

• (Optional) Use the mapping keyword to display all group-to-RP mappings 
of which the Cisco device is aware (either configured or learned from 
Auto-RP).

Step 2 show ip pim rp-hash group On a PIMv2 router or multilayer switch, confirm that the same RP is the one that 
a PIMv1 system chooses.

For group, enter the group address for which to display RP information.
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Troubleshooting PIMv1 and PIMv2 Interoperability Problems
When debugging interoperability problems between PIMv1 and PIMv2, check these in the order shown:

1. Verify RP mapping with the show ip pim rp-hash privileged EXEC command, making sure that all 
systems agree on the same RP for the same group.

2. Verify interoperability between different versions of DRs and RPs. Make sure the RPs are 
interacting with the DRs properly (by responding with register-stops and forwarding decapsulated 
data packets from registers).

Configuring Advanced PIM Features
These sections describe the optional advanced PIM features:

• Understanding PIM Shared Tree and Source Tree, page 34-28

• Delaying the Use of PIM Shortest-Path Tree, page 34-29

• Modifying the PIM Router-Query Message Interval, page 34-30

Understanding PIM Shared Tree and Source Tree
By default, members of a group receive data from senders to the group across a single data-distribution 
tree rooted at the RP. Figure 34-9 shows this type of shared-distribution tree. Data from senders is 
delivered to the RP for distribution to group members joined to the shared tree. 

Figure 34-9 Shared Tree and Source Tree (Shortest-Path Tree)

If the data rate warrants, leaf routers (routers without any downstream connections) on the shared tree 
can use the data distribution tree rooted at the source. This type of distribution tree is called a 
shortest-path tree or source tree. By default, the Cisco IOS software switches to a source tree upon 
receiving the first data packet from a source.
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This process describes the move from a shared tree to a source tree:

1. A receiver joins a group; leaf Router C sends a join message toward the RP.

2. The RP puts a link to Router C in its outgoing interface list.

3. A source sends data; Router A encapsulates the data in a register message and sends it to the RP.

4. The RP forwards the data down the shared tree to Router C and sends a join message toward the 
source. At this point, data might arrive twice at Router C, once encapsulated and once natively.

5. When data arrives natively (unencapsulated) at the RP, it sends a register-stop message to Router A.

6. By default, reception of the first data packet prompts Router C to send a join message toward the 
source.

7. When Router C receives data on (S,G), it sends a prune message for the source up the shared tree.

8. The RP deletes the link to Router C from the outgoing interface of (S,G). The RP triggers a prune 
message toward the source.

Join and prune messages are sent for sources and RPs. They are sent hop-by-hop and are processed by 
each PIM device along the path to the source or RP. Register and register-stop messages are not sent 
hop-by-hop. They are sent by the designated router that is directly connected to a source and are received 
by the RP for the group.

Multiple sources sending to groups use the shared tree.

You can configure the PIM device to stay on the shared tree. For more information, see the “Delaying 
the Use of PIM Shortest-Path Tree” section on page 34-29. 

Delaying the Use of PIM Shortest-Path Tree
The change from shared to source tree happens when the first data packet arrives at the last-hop router 
(Router C in Figure 34-9). This change occurs because the ip pim spt-threshold interface configuration 
command controls that timing; its default setting is 0 kbps. 

The shortest-path tree requires more memory than the shared tree but reduces delay. You might want to 
postpone its use. Instead of allowing the leaf router to immediately move to the shortest-path tree, you 
can specify that the traffic must first reach a threshold. 

You can configure when a PIM leaf router should join the shortest-path tree for a specified group. If a 
source sends at a rate greater than or equal to the specified kbps rate, the multilayer switch triggers a 
PIM join message toward the source to construct a source tree (shortest-path tree). If the traffic rate from 
the source drops below the threshold value, the leaf router switches back to the shared tree and sends a 
prune message toward the source.

You can specify to which groups the shortest-path tree threshold applies by using a group list (a standard 
access list). If a value of 0 is specified or if the group list is not used, the threshold applies to all groups. 
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Beginning in privileged EXEC mode, follow these steps to configure a traffic rate threshold that must be 
reached before multicast routing is switched from the source tree to the shortest-path tree:

To return to the default threshold, use the no ip pim spt-threshold interface configuration command.

Modifying the PIM Router-Query Message Interval
PIM routers and multilayer switches send PIM router-query messages to determine which device will be 
the DR for each LAN segment (subnet). The DR is responsible for sending IGMP host-query messages 
to all hosts on the directly connected LAN. 

With PIM DM operation, the DR has meaning only if IGMPv1 is in use. IGMPv1 does not have an IGMP 
querier election process, so the elected DR functions as the IGMP querier. With PIM SM operation, the 
DR is the device that is directly connected to the multicast source. It sends PIM register messages to 
notify the RP that multicast traffic from a source needs to be forwarded down the shared tree. In this 
case, the DR is the device with the highest IP address.

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 access-list access-list-number {deny | 
permit} source [source-wildcard]

Create a standard access list.

• For access-list-number, the range is 1 to 99.

• The deny keyword denies access if the conditions are matched. 
The permit keyword permits access if the conditions are 
matched.

• For source, specify the multicast group to which the threshold 
will apply.

• (Optional) For source-wildcard, enter the wildcard bits in dotted 
decimal notation to be applied to the source. Place ones in the 
bit positions that you want to ignore.

Recall that the access list is always terminated by an implicit deny 
statement for everything.

Step 3 interface interface-id Enter interface configuration mode, and specify the interface on the 
leaf router that connects to the source tree.

Step 4 ip pim spt-threshold {kbps | infinity} 
[group-list access-list-number]

Specify the threshold that must be reached before moving to 
shortest-path tree (spt).

• For kbps, specify the traffic rate in kilobits per second. The 
default is 0 kbps. The range is 0 to 4294967.

• Specify infinity if you want all sources for the specified group 
to use the shared tree, never switching to the source tree.

• (Optional) For group-list access-list-number, specify the access 
list created in Step 2. If the value is 0 or if the group-list is not 
used, the threshold applies to all groups.

Step 5 end Return to privileged EXEC mode.

Step 6 show running-config Verify your entries.

Step 7 copy running-config startup-config (Optional) Save your entries in the configuration file.
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By default, multicast routers and multilayer switches send PIM router-query messages every 30 seconds. 

Beginning in privileged EXEC mode, follow these steps to modify the router-query message interval:

To return to the default interval, use the no ip pim query-interval [seconds] interface configuration 
command.

Configuring Optional IGMP Features
These sections describe how to configure optional IGMP features:

• Default IGMP Configuration, page 34-31

• Changing the IGMP Version, page 34-32

• Changing the IGMP Query Timeout for IGMPv2, page 34-32

• Changing the Maximum Query Response Time for IGMPv2, page 34-33

• Configuring the Multilayer Switch as a Member of a Group, page 34-34

• Controlling Access to IP Multicast Groups, page 34-35

• Modifying the IGMP Host-Query Message Interval, page 34-36

• Configuring the Multilayer Switch as a Statically Connected Member, page 34-36

Default IGMP Configuration
Table 34-2 shows the default IGMP configuration.

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface to be 
configured.

Step 3 ip pim query-interval seconds Configure the frequency at which the multilayer switch sends PIM 
router-query messages.

The default is 30 seconds. The range is 1 to 65535.

Step 4 end Return to privileged EXEC mode.

Step 5 show ip igmp interface [interface-id] Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.

Table 34-2 Default IGMP Configuration

Feature Default Setting

IGMP version Version 2 on all interfaces.

IGMP query timeout 60 seconds on all interfaces.

IGMP maximum query response time 10 seconds on all interfaces.

Multilayer switch as a member of a multicast group No group memberships are defined.
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Changing the IGMP Version
By default, the multilayer switch uses IGMP Version 2, which allows features such as the IGMP query 
timeout and the maximum query response time.

All systems on the subnet must support the same version. The switch does not automatically detect 
Version 1 systems and switch to Version 1. 

Configure the switch for Version 1 if your hosts do not support Version 2.

Beginning in privileged EXEC mode, follow these steps to change the IGMP version:

To return to the default version (2), use the no ip igmp version interface configuration command.

Changing the IGMP Query Timeout for IGMPv2
If you are using IGMPv2, you can specify the period of time before the multilayer switch takes over as 
the querier for the interface. By default, the switch waits twice the query interval controlled by the ip 
igmp query-interval interface configuration command. After that time, if the switch has received no 
queries, it becomes the querier.

Access to multicast groups All groups are allowed on an interface.

IGMP host-query message interval 60 seconds on all interfaces.

Multilayer switch as a statically connected member Disabled.

Table 34-2 Default IGMP Configuration (continued)

Feature Default Setting

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface to be 
configured.

Step 3 ip igmp version {2 | 1} Specify the IGMP version that the switch uses.

Note If you change to version 1, you cannot configure the ip igmp 
query-interval or the ip igmp query-max-response-time 
interface configuration commands.

Step 4 end Return to privileged EXEC mode.

Step 5 show ip igmp interface [interface-id] Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.
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You can determine the query interval by entering the show ip igmp interface interface-id privileged 
EXEC command.

Beginning in privileged EXEC mode, follow these steps to change the IGMP query timeout:

To return to the default timeout value, use the no ip igmp query-timeout interface configuration 
command.

Changing the Maximum Query Response Time for IGMPv2
If you are using IGMPv2, you can change the maximum query response time advertised in IGMP 
queries. The maximum query response time allows the multilayer switch to quickly detect that there are 
no more directly connected group members on a LAN. Decreasing the value allows the switch to prune 
groups faster. 

Beginning in privileged EXEC mode, follow these steps to change the maximum query response time:

To return to the default query-response time, use the no ip igmp query-max-response-time interface 
configuration command.

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface to be 
configured.

Step 3 ip igmp querier-timeout seconds Specify the IGMP query timeout.

The default is 60 seconds (twice the query interval). The range is 60 
to 300.

Step 4 end Return to privileged EXEC mode.

Step 5 show ip igmp interface [interface-id] Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface to be 
configured.

Step 3 ip igmp query-max-response-time 
seconds

Change the maximum query response time advertised in IGMP queries.

The default is 10 seconds. The range is 1 to 25.

Step 4 end Return to privileged EXEC mode.

Step 5 show ip igmp interface [interface-id] Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Configuring the Multilayer Switch as a Member of a Group
Multilayer switches can be configured as members of a multicast group. This is useful to determine 
multicast reachability in a network. If all the multicast-capable routers and multilayer switches that you 
administer are members of a multicast group, pinging that group causes all these devices to respond. The 
devices respond to ICMP echo-request packets addressed to a group of which they are members. Another 
example is the multicast trace-route tools provided in the Cisco IOS software.

Beginning in privileged EXEC mode, follow these steps to configure the multilayer switch to be a 
member of a group:

To cancel membership in a group, use the no ip igmp join-group group-address interface configuration 
command.

This example shows how to allow the switch to join multicast group 255.2.2.2:

Switch(config)# interface gigabitethernet0/1
Switch(config-if)# ip igmp join-group 255.2.2.2

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface to be 
configured.

Step 3 ip igmp join-group group-address Configure the switch to join a multicast group. 

By default, no group memberships are defined.

For group-address, specify the multicast IP address in dotted decimal 
notation.

Step 4 end Return to privileged EXEC mode.

Step 5 show ip igmp interface [interface-id] Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Controlling Access to IP Multicast Groups
The multilayer switch sends IGMP host-query messages to determine which multicast groups have 
members on attached local networks. The switch then forwards to these group members all packets 
addressed to the multicast group. You can place a filter on each interface to restrict the multicast groups 
that hosts on the subnet serviced by the interface can join. 

Beginning in privileged EXEC mode, follow these steps to filter multicast groups allowed on an 
interface:

To disable groups on an interface, use the no ip igmp access-group access-list-number interface 
configuration command.

This example shows how to configure hosts attached to Gigabit Ethernet interface 0/1 as able to join only 
group 255.2.2.2:

Switch(config)# access-list 1 255.2.2.2 0.0.0.0
Switch(config-if)# interface gigabitethernet0/1
Switch(config-if)# ip igmp access-group 1

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface to be 
configured.

Step 3 ip igmp access-group access-list-number Specify the multicast groups that hosts on the subnet serviced by an 
interface can join. 

By default, all groups are allowed on an interface.

For access-list-number, specify an IP standard access list number. 
The range is 1 to 99.

Step 4 exit Return to global configuration mode.

Step 5 access-list access-list-number {deny | 
permit} source [source-wildcard]

Create a standard access list.

• For access-list-number, specify the access list created in Step 3.

• The deny keyword denies access if the conditions are matched. 
The permit keyword permits access if the conditions are 
matched.

• For source, specify the multicast group that hosts on the subnet 
can join.

• (Optional) For source-wildcard, enter the wildcard bits in dotted 
decimal notation to be applied to the source. Place ones in the bit 
positions that you want to ignore.

Recall that the access list is always terminated by an implicit deny 
statement for everything.

Step 6 end Return to privileged EXEC mode.

Step 7 show ip igmp interface [interface-id] Verify your entries.

Step 8 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Modifying the IGMP Host-Query Message Interval
The multilayer switch periodically sends IGMP host-query messages to discover which multicast groups 
are present on attached networks. These messages are sent to the all-hosts multicast group (224.0.0.1) 
with a time-to-live (TTL) of 1. The switch sends host-query messages to refresh its knowledge of 
memberships present on the network. If, after some number of queries, the Cisco IOS software discovers 
that no local hosts are members of a multicast group, the software stops forwarding multicast packets to 
the local network from remote origins for that group and sends a prune message upstream toward the 
source.

The switch elects a PIM designated router (DR) for the LAN (subnet). The DR is the router or multilayer 
switch with the highest IP address for IGMPv2; for IGMPv1, the DR is elected according to the multicast 
routing protocol that runs on the LAN. The designated router is responsible for sending IGMP 
host-query messages to all hosts on the LAN. In sparse mode, the designated router also sends PIM 
register and PIM join messages toward the RP router.

Beginning in privileged EXEC mode, follow these steps to modify the host-query interval: 

To return to the default frequency, use the no ip igmp query-interval interface configuration command.

Configuring the Multilayer Switch as a Statically Connected Member
Sometimes there is either no group member on a network segment or a host cannot report its group 
membership by using IGMP. However, you might want multicast traffic to go to that network segment. 
These are ways to pull multicast traffic down to a network segment:

• Use the ip igmp join-group interface configuration command. With this method, the multilayer 
switch accepts the multicast packets in addition to forwarding them. Accepting the multicast packets 
prevents the switch from fast switching.

• Use the ip igmp static-group interface configuration command. With this method, the multilayer 
switch does not accept the packets itself, but only forwards them. This method allows fast switching. 
The outgoing interface appears in the IGMP cache, but the switch itself is not a member, as 
evidenced by lack of an L (local) flag in the multicast route entry.

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface to be 
configured.

Step 3 ip igmp query-interval seconds Configure the frequency at which the designated router sends IGMP 
host-query messages.

By default, the designated router sends IGMP host-query messages 
every 60 seconds to keep the IGMP overhead very low on hosts and 
networks. The range is 1 to 18000.

Step 4 end Return to privileged EXEC mode.

Step 5 show ip igmp interface [interface-id] Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Beginning in privileged EXEC mode, follow these steps to configure the switch itself to be a statically 
connected member of a group (and allow fast switching):

To remove the switch as a member of the group, use the no ip igmp static-group interface configuration 
command.

Configuring Optional Multicast Routing Features
This section describes how to configure optional multicast routing features, which are grouped as 
follows:

• Features for Layer 2 connectivity and MBONE multimedia conference session and set up:

– Enabling CGMP Server Support, page 34-38

– Configuring sdr Listener Support, page 34-39 

• Features that control bandwidth utilization: 

– Configuring the TTL Threshold, page 34-40

– Configuring an IP Multicast Boundary, page 34-42

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface to be 
configured.

Step 3 ip igmp static-group group-address Configure the switch as a statically connected member of a group.

By default, this feature is disabled.

Step 4 end Return to privileged EXEC mode.

Step 5 show ip igmp interface [interface-id] Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Enabling CGMP Server Support
The multilayer switch serves as a CGMP server for devices that do not support IGMP snooping but have 
CGMP client functionality. CGMP is a protocol used on Cisco routers and multilayer switches connected 
to Layer 2 Catalyst switches to perform tasks similar to those performed by IGMP. CGMP is necessary 
because the Layer 2 switch cannot distinguish between IP multicast data packets and IGMP report 
messages, which are both at the MAC-level and are addressed to the same group address.

Beginning in privileged EXEC mode, follow these steps to enable the CGMP server on the multilayer 
switch interface:

To disable CGMP on the interface, use the no ip cgmp interface configuration command.

When multiple Cisco CGMP-capable devices are connected to a switched network and the ip cgmp 
proxy command is needed, we recommend that all devices be configured with the same CGMP option 
and have precedence for becoming the IGMP querier over non-Cisco routers. 

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface that is 
connected to the Layer 2 Catalyst switch.

Step 3 ip cgmp [proxy] Enable CGMP on the interface.

By default, CGMP is disabled on all interfaces.

Enabling CGMP triggers a CGMP join message. Enable CGMP only on 
Layer 3 interfaces connected to Layer 2 Catalyst switches.

(Optional) When you enter the proxy keyword, the CGMP proxy function 
is enabled. The proxy router advertises the existence of 
non-CGMP-capable routers by sending a CGMP join message with the 
non-CGMP-capable router MAC address and a group address 
of 0000.0000.0000.

Note To perform CGMP proxy, the multilayer switch must be the IGMP 
querier. If you configure the ip cgmp proxy command, you must 
manipulate the IP addresses so that the switch is the IGMP 
querier, which might be the highest or lowest IP address, 
depending on which version of IGMP is running on the network. 
An IGMP Version 2 querier is selected based on the lowest IP 
address on the interface. An IGMP Version 1 querier is selected 
based on the multicast routing protocol used on the interface.

Step 4 end Return to privileged EXEC mode.

Step 5 show running-config Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.

Step 7 Verify the Layer 2 Catalyst switch CGMP-client configuration. For more 
information, refer to the documentation that shipped with the product.
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Configuring sdr Listener Support
The MBONE is the small subset of Internet routers and hosts that are interconnected and capable of 
forwarding IP multicast traffic. Other interesting multimedia content is often broadcast over the 
MBONE. Before you can join a multimedia session, you need to know what multicast group address and 
port are being used for the session, when the session is going to be active, and what sort of applications 
(audio, video, and so forth) are required on your workstation. The MBONE Session Directory version 2 
(sdr) tool provides this information. This freeware application can be downloaded from several sites on 
the World Wide Web, one of which is http://www.video.ja.net/mice/index.html.

SDR is a multicast application that listens to a well-known multicast group address and port for Session 
Announcement Protocol (SAP) multicast packets from SAP clients, which announce their conference 
sessions. These SAP packets contain a session description, the time the session is active, its IP multicast 
group addresses, media format, contact person, and other information about the advertised multimedia 
session. The information in the SAP packet appears in the SDR Session Announcement window.

Enabling sdr Listener Support

By default, the multilayer switch does not listen to session directory advertisements.

Beginning in privileged EXEC mode, follow these steps to enable the switch to join the default session 
directory group (224.2.127.254) on the interface and listen to session directory advertisements:

To disable sdr support, use the no ip sdr listen interface configuration command.

Limiting How Long an sdr Cache Entry Exists

By default, entries are never deleted from the sdr cache. You can limit how long the entry remains active 
so that if a source stops advertising SAP information, old advertisements are not needlessly kept.

Beginning in privileged EXEC mode, follow these steps to limit how long an sdr cache entry stays active 
in the cache: 

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface to be 
enabled for sdr.

Step 3 ip sdr listen Enable sdr listener support.

Step 4 end Return to privileged EXEC mode.

Step 5 show running-config Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 ip sdr cache-timeout minutes Limit how long an sdr cache entry stays active in the cache.

By default, entries are never deleted from the cache.

For minutes, specify a number from 1 to 4294967295.
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To return to the default setting, use the no ip sdr cache-timeout global configuration command. To 
delete the entire cache, use the clear ip sdr privileged EXEC command.

To display the session directory cache, use the show ip sdr privileged EXEC command.

Configuring the TTL Threshold
Each time an IP multicast packet is forwarded by the multilayer switch, the time-to-live (TTL) value in 
the IP header is decremented by one. If the packet TTL decrements to zero, the switch drops the packet. 
TTL thresholds can be applied to individual interfaces of the multilayer switch to prevent multicast 
packets with a TTL less than the TTL threshold from being forwarded out the interface. TTL thresholds 
provide a simple method to prevent the forwarding of multicast traffic beyond the boundary of a site or 
region, based on the TTL field in a multicast packet. This is known as TTL scoping.

Figure 34-10 shows a multicast packet arriving on Gigabit Ethernet interface 0/2 with a TTL value of 24. 
Assuming that the RPF check succeeds and that Gigabit Ethernet interfaces 0/1, 0/3, and 0/4 are all in 
the outgoing interface list, the packet would normally be forwarded out these interfaces. Because some 
TTL thresholds have been applied to these interfaces, the multilayer switch makes sure that the packet 
TTL value, which is decremented by 1 to 23, is greater than or equal to the interface TTL threshold 
before forwarding the packet out the interface. In this example, the packet is forwarded out interfaces 
0/1 and 0/4, but not interface 0/3.

Figure 34-10 TTL Thresholds

Figure 34-11 shows an example of TTL threshold boundaries being used to limit the forwarding of 
multicast traffic. Company XYZ has set a TTL threshold of 100 on all routed interfaces at the perimeter 
of its network. Multicast applications that constrain traffic to within the company’s network need to send 

Step 3 end Return to privileged EXEC mode.

Step 4 show running-config Verify your entries.

Step 5 copy running-config startup-config (Optional) Save your entries in the configuration file.

Command Purpose
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multicast packets with an initial TTL value set to 99. The engineering and marketing departments have 
set a TTL threshold of 40 at the perimeter of their networks; therefore, multicast applications running 
on these networks can prevent their multicast transmissions from leaving their respective networks.

Figure 34-11 TTL Boundaries

Beginning in privileged EXEC mode, follow these steps to change the default TTL threshold value:

To return to the default TTL setting, use the no ip multicast ttl-threshold interface configuration 
command.

45
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TTL threshold = 40

Engineering

TTL threshold = 40

TTL threshold = 100

Marketing

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface to be 
configured.

Step 3 ip multicast ttl-threshold ttl-value Configure the TTL threshold of packets being forwarded out an 
interface. 

The default TTL value is 0 hops, which means that all multicast packets 
are forwarded out the interface. The range is 0 to 255.

Only multicast packets with a TTL value greater than the threshold are 
forwarded out the interface.

You should configure the TTL threshold only on routed interfaces at the 
perimeter of the network.

Step 4 end Return to privileged EXEC mode.

Step 5 show running-config Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Configuring an IP Multicast Boundary
Like TTL thresholds, administratively-scoped boundaries can also be used to limit the forwarding of 
multicast traffic outside of a domain or subdomain. This approach uses a special range of multicast 
addresses, called administratively-scoped addresses, as the boundary mechanism. If you configure an 
administratively-scoped boundary on a routed interface, multicast traffic whose multicast group 
addresses fall in this range can not enter or exit this interface, thereby providing a firewall for multicast 
traffic in this address range. 

Figure 34-12 shows that Company XYZ has an administratively-scoped boundary set for the multicast 
address range 239.0.0.0/8 on all routed interfaces at the perimeter of its network. This boundary prevents 
any multicast traffic in the range 239.0.0.0 through 239.255.255.255 from entering or leaving the 
network. Similarly, the engineering and marketing departments have an administratively-scoped 
boundary of 239.128.0.0/16 around the perimeter of their networks. This boundary prevents multicast 
traffic in the range of 239.128.0.0 through 239.128.255.255 from entering or leaving their respective 
networks.

Figure 34-12 Administratively-Scoped Boundaries

You can define an administratively-scoped boundary on a routed interface for multicast group addresses. 
A standard access list defines the range of addresses affected. When a boundary is defined, no multicast 
data packets are allowed to flow across the boundary from either direction. The boundary allows the 
same multicast group address to be reused in different administrative domains. 

The IANA has designated the multicast address range 239.0.0.0 to 239.255.255.255 as the 
administratively-scoped addresses. This range of addresses can then be reused in domains administered 
by different organizations. The addresses would be considered local, not globally unique. 
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Beginning in privileged EXEC mode, follow these steps to set up an administratively-scoped boundary:

To remove the boundary, use the no ip multicast boundary interface configuration command.

This example shows how to set up a boundary for all administratively-scoped addresses:

Switch(config)# access-list 1 deny 239.0.0.0 0.255.255.255
Switch(config)# access-list 1 permit 224.0.0.0 15.255.255.255
Switch(config)# interface gigabitethernet0/1
Switch(config-if)# ip multicast boundary 1

Configuring Basic DVMRP Interoperability Features
These sections describe how to perform basic configuration tasks on your multilayer switch to 
interoperate with DVMRP devices:

• Configuring DVMRP Interoperability, page 34-44

• Controlling Unicast Route Advertisements, page 34-44

• Configuring a DVMRP Tunnel, page 34-46

• Advertising Network 0.0.0.0 to DVMRP Neighbors, page 34-48

• Responding to mrinfo Requests, page 34-49

For more advanced DVMRP features, see the “Configuring Advanced DVMRP Interoperability 
Features” section on page 34-50.

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 access-list access-list-number {deny | 
permit} source [source-wildcard]

Create a standard access list, repeating the command as many times as 
necessary.

• For access-list-number, the range is 1 to 99.

• The deny keyword denies access if the conditions are matched. The 
permit keyword permits access if the conditions are matched.

• For source, enter the number of the network or host from which the 
packet is being sent.

• (Optional) For source-wildcard, enter the wildcard bits in dotted 
decimal notation to be applied to the source. Place ones in the bit 
positions that you want to ignore.

Recall that the access list is always terminated by an implicit deny 
statement for everything.

Step 3 interface interface-id Enter interface configuration mode, and specify the interface to be 
configured.

Step 4 ip multicast boundary 
access-list-number

Configure the boundary, specifying the access list you created in Step 2.

Step 5 end Return to privileged EXEC mode.

Step 6 show running-config Verify your entries.

Step 7 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Configuring DVMRP Interoperability
Cisco multicast routers and multilayer switches using PIM can interoperate with non-Cisco multicast 
routers that use the DVMRP. 

PIM devices dynamically discover DVMRP multicast routers on attached networks by listening to 
DVMR probe messages. When a DVMRP neighbor has been discovered, the PIM device periodically 
sends DVMRP report messages advertising the unicast sources reachable in the PIM domain. By default, 
directly connected subnets and networks are advertised. The device forwards multicast packets that have 
been forwarded by DVMRP routers and, in turn, forwards multicast packets to DVMRP routers.

DVMRP interoperability is automatically activated when a Cisco PIM device receives a DVMRP probe 
message on a multicast-enabled interface. No specific Cisco IOS command is configured to enable 
DVMRP interoperability; however, you must enable multicast routing. For more information, see the 
“Configuring Basic Multicast Routing” section on page 34-15.

Controlling Unicast Route Advertisements
You should configure an access list on the PIM routed interface connected to the MBONE to limit the 
number of unicast routes that are advertised in DVMRP route reports; otherwise, all routes in the unicast 
routing table are advertised.

Note The mrouted protocol is a public-domain implementation of DVMRP. You must use mrouted Version 3.8 
(which implements a nonpruning version of DVMRP) when Cisco routers and multilayer switches are 
directly connected to DVMRP routers or interoperate with DVMRP routers over an MBONE tunnel. 
DVMRP advertisements produced by the Cisco IOS software can cause older versions of the mrouted 
protocol to corrupt their routing tables and those of their neighbors. 

You can configure what sources are advertised and what metrics are used by configuring the ip dvmrp 
metric interface configuration command. You can also direct all sources learned through a particular 
unicast routing process to be advertised into DVMRP.
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Beginning in privileged EXEC mode, follow these steps to configure the sources that are advertised and 
the metrics that are used when DVMRP route-report messages are sent: 

To disable the metric or route map, use the no ip dvmrp metric metric [list access-list-number] 
[[protocol process-id] | [dvmrp]] or the no ip dvmrp metric metric route-map map-name interface 
configuration command.

A more sophisticated way to achieve the same results as the preceding command is to use a route map 
(ip dvmrp metric metric route-map map-name interface configuration command) instead of an access 
list. You subject unicast routes to route-map conditions before they are injected into DVMRP.

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 access-list access-list-number {deny | 
permit} source [source-wildcard]

Create a standard access list, repeating the command as many times as 
necessary.

• For access-list-number, the range is 1 to 99.

• The deny keyword denies access if the conditions are matched. The 
permit keyword permits access if the conditions are matched.

• For source, enter the number of the network or host from which the 
packet is being sent.

• (Optional) For source-wildcard, enter the wildcard bits in dotted 
decimal notation to be applied to the source. Place ones in the bit 
positions that you want to ignore.

Recall that the access list is always terminated by an implicit deny 
statement for everything.

Step 3 interface interface-id Enter interface configuration mode, and specify the interface connected 
to the MBONE and enabled for multicast routing.

Step 4 ip dvmrp metric metric [list 
access-list-number] [[protocol process-id] 
| [dvmrp]]

Configure the metric associated with a set of destinations for DVMRP 
reports. 

• For metric, the range is 0 to 32. A value of 0 means that the route 
is not advertised. A value of 32 is equivalent to infinity 
(unreachable).

• (Optional) For list access-list-number, enter the access list number 
created in Step 2. If specified, only the multicast destinations that 
match the access list are reported with the configured metric.

• (Optional) For protocol process-id, enter the name of the unicast 
routing protocol, such as eigrp, igrp, ospf, rip, static, or dvmrp, 
and the process ID number of the routing protocol. If specified, 
only routes learned by the specified routing protocol are advertised 
in DVMRP report messages.

• (Optional) If specified, the dvmrp keyword allows routes from the 
DVMRP routing table to be advertised with the configured metric 
or filtered.

Step 5 end Return to privileged EXEC mode.

Step 6 show running-config Verify your entries.

Step 7 copy running-config startup-config (Optional) Save your entries in the configuration file.
34-45
Catalyst 3550 Multilayer Switch Software Configuration Guide

78-11194-09



 

Chapter 34      Configuring IP Multicast Routing
Configuring Basic DVMRP Interoperability Features
This example shows how to configure DVMRP interoperability when the PIM device and the DVMRP 
router are on the same network segment. In this example, access list 1 advertises the networks 
(198.92.35.0, 198.92.36.0, 198.92.37.0, 131.108.0.0, and 150.136.0.0) to the DVMRP router, and access 
list 2 prevents all other networks from being advertised (ip dvmrp metric 0 interface configuration 
command).

Switch(config-if)# interface gigabitethernet0/1
Switch(config-if)# ip address 131.119.244.244 255.255.255.0
Switch(config-if)# ip pim dense-mode
Switch(config-if)# ip dvmrp metric 1 list 1
Switch(config-if)# ip dvmrp metric 0 list 2
Switch(config-if)# exit
Switch(config)# access-list 1 permit 198.92.35.0 0.0.0.255
Switch(config)# access-list 1 permit 198.92.36.0 0.0.0.255
Switch(config)# access-list 1 permit 198.92.37.0 0.0.0.255
Switch(config)# access-list 1 permit 131.108.0.0 0.0.255.255
Switch(config)# access-list 1 permit 150.136.0.0 0.0.255.255
Switch(config)# access-list 1 deny   0.0.0.0 255.255.255.255
Switch(config)# access-list 2 permit 0.0.0.0 255.255.255.255

Configuring a DVMRP Tunnel
The Cisco IOS software supports DVMRP tunnels to the MBONE. You can configure a DVMRP tunnel 
on a router or multilayer switch if the other end is running DVMRP. The software then sends and receives 
multicast packets through the tunnel. This strategy allows a PIM domain to connect to the DVMRP router 
when all routers on the path do not support multicast routing. You cannot configure a DVMRP tunnel 
between two routers. 

When a Cisco router or multilayer switch runs DVMRP through a tunnel, it advertises sources in 
DVMRP report messages, much as it does on real networks. The software also caches DVMRP report 
messages it receives and uses them in its Reverse Path Forwarding (RPF) calculation. This behavior 
allows the software to forward multicast packets received through the tunnel.

When you configure a DVMRP tunnel, you should assign an IP address to a tunnel in these cases: 

• To send IP packets through the tunnel

• To configure the Cisco IOS software to perform DVMRP summarization 

The software does not advertise subnets through the tunnel if the tunnel has a different network number 
from the subnet. In this case, the software advertises only the network number through the tunnel.
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Beginning in privileged EXEC mode, follow these steps to configure a DVMRP tunnel:

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 access-list access-list-number {deny | 
permit} source [source-wildcard]

Create a standard access list, repeating the command as many times as 
necessary.

• For access-list-number, the range is 1 to 99.

• The deny keyword denies access if the conditions are matched. The 
permit keyword permits access if the conditions are matched.

• For source, enter the number of the network or host from which the 
packet is being sent.

• (Optional) For source-wildcard, enter the wildcard bits in dotted 
decimal notation to be applied to the source. Place ones in the bit 
positions that you want to ignore.

Recall that the access list is always terminated by an implicit deny 
statement for everything.

Step 3 interface tunnel number Enter interface configuration mode, and specify a tunnel interface.

Step 4 tunnel source ip-address Specify the source address of the tunnel interface. Enter the IP address 
of the interface on the multilayer switch.

Step 5 tunnel destination ip-address Specify the destination address of the tunnel interface. Enter the IP 
address of the mrouted router.

Step 6 tunnel mode dvmrp Configure the encapsulation mode for the tunnel to DVMRP.

Step 7 ip address address mask

or

ip unnumbered type number

Assign an IP address to the interface.

or

Configure the interface as unnumbered.

Step 8 ip pim [dense-mode | sparse-mode] Configure the PIM mode on the interface.

Step 9 ip dvmrp accept-filter 
access-list-number [distance] 
neighbor-list access-list-number

Configure an acceptance filter for incoming DVMRP reports.

By default, all destination reports are accepted with a distance of 0. 
Reports from all neighbors are accepted.

• For access-list-number, specify the access list number created in 
Step 2. Any sources that match the access list are stored in the 
DVMRP routing table with distance.

• (Optional) For distance, enter the administrative distance to the 
destination. By default, the administrative distance for DVMRP 
routes is 0 and take precedence over unicast routing table routes. If 
you have two paths to a source, one through unicast routing (using 
PIM as the multicast routing protocol) and another using DVMRP, 
and if you want to use the PIM path, increase the administrative 
distance for DVMRP routes. The range is 1 to 255.

• For neighbor-list access-list-number, enter the number of the 
neighbor list created in Step 2. DVMRP reports are accepted only by 
those neighbors on the list.

Step 10 end Return to privileged EXEC mode.
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To disable the filter, use the no ip dvmrp accept-filter access-list-number [distance] neighbor-list 
access-list-number interface configuration command.

This example shows how to configure a DVMRP tunnel. In this configuration, the IP address of the 
tunnel on the Cisco multilayer switch is assigned unnumbered, which causes the tunnel to appear to have 
the same IP address as Gigabit Ethernet interface 0/1. The tunnel endpoint source address is 172.16.2.1, 
and the tunnel endpoint address of the remote DVMRP router to which the tunnel is connected 
is 192.168.1.10. Any packets sent through the tunnel are encapsulated in an outer IP header. The Cisco 
multilayer switch is configured to accept incoming DVMRP reports with a distance of 100 
from 198.92.37.0 through 198.92.37.255.

Switch(config)# ip multicast-routing
Switch(config)# interface tunnel 0
Switch(config-if)# ip unnumbered gigabitethernet 0/1
Switch(config-if)# ip pim dense-mode
Switch(config-if)# tunnel source gigabitethernet 0/1
Switch(config-if)# tunnel destination 192.168.1.10
Switch(config-if)# tunnel mode dvmrp
Switch(config-if)# ip dvmrp accept-filter 1 100
Switch(config-if)# interface gigabitethernet 0/1
Switch(config-if)# ip address 172.16.2.1 255.255.255.0
Switch(config-if)# ip pim dense-mode
Switch(config)# exit
Switch(config)# access-list 1 permit 198.92.37.0 0.0.0.255

Advertising Network 0.0.0.0 to DVMRP Neighbors
If your multilayer switch is a neighbor of an mrouted version 3.6 device, you can configure the Cisco 
IOS software to advertise network 0.0.0.0 (the default route) to the DVMRP neighbor. The DVMRP 
default route computes the RPF information for any multicast sources that do not match a more specific 
route. 

Do not advertise the DVMRP default into the MBONE.

Beginning in privileged EXEC mode, follow these steps to advertise network 0.0.0.0 to DVMRP 
neighbors on an interface: 

Step 11 show running-config Verify your entries.

Step 12 copy running-config startup-config (Optional) Save your entries in the configuration file.

Command Purpose

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface that is 
connected to the DVMRP router.
34-48
Catalyst 3550 Multilayer Switch Software Configuration Guide

78-11194-09



 

Chapter 34      Configuring IP Multicast Routing
Configuring Basic DVMRP Interoperability Features
To prevent the default route advertisement, use the no ip dvmrp default-information {originate | only} 
interface configuration command.

Responding to mrinfo Requests
The Cisco IOS software answers mrinfo requests sent by mrouted systems and Cisco routers and 
multilayer switches. The software returns information about neighbors through DVMRP tunnels and all 
the routed interfaces. This information includes the metric (always set to 1), the configured TTL 
threshold, the status of the interface, and various flags. You can also use the mrinfo privileged EXEC 
command to query the router or switch itself, as in this example:

Switch# mrinfo
  171.69.214.27 (mm1-7kd.cisco.com) [version cisco 11.1] [flags: PMS]:
  171.69.214.27 -> 171.69.214.26 (mm1-r7kb.cisco.com) [1/0/pim/querier]
  171.69.214.27 -> 171.69.214.25 (mm1-45a.cisco.com) [1/0/pim/querier]
  171.69.214.33 -> 171.69.214.34 (mm1-45c.cisco.com) [1/0/pim]
  171.69.214.137 -> 0.0.0.0 [1/0/pim/querier/down/leaf]
  171.69.214.203 -> 0.0.0.0 [1/0/pim/querier/down/leaf]
  171.69.214.18 -> 171.69.214.20 (mm1-45e.cisco.com) [1/0/pim]
  171.69.214.18 -> 171.69.214.19 (mm1-45c.cisco.com) [1/0/pim]
  171.69.214.18 -> 171.69.214.17 (mm1-45a.cisco.com) [1/0/pim]

Step 3 ip dvmrp default-information 
{originate | only}

Advertise network 0.0.0.0 to DVMRP neighbors.

Use this command only when the multilayer switch is a neighbor of 
mrouted version 3.6 machines.

The keywords have these meanings:

• originate—Specifies that other routes more specific than 0.0.0.0 can 
also be advertised.

• only—Specifies that no DVMRP routes other than 0.0.0.0 are 
advertised.

Step 4 end Return to privileged EXEC mode.

Step 5 show running-config Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.

Command Purpose
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Configuring Advanced DVMRP Interoperability Features
Cisco routers and multilayer switches run PIM to forward multicast packets to receivers and receive 
multicast packets from senders. It is also possible to propagate DVMRP routes into and through a PIM 
cloud. PIM uses this information; however, Cisco routers and multilayer switches do not implement 
DVMRP to forward multicast packets.

These sections describe how to perform advanced optional configuration tasks on your multilayer switch 
to interoperate with DVMRP devices:

• Enabling DVMRP Unicast Routing, page 34-50

• Rejecting a DVMRP Nonpruning Neighbor, page 34-51

• Controlling Route Exchanges, page 34-53

For information on basic DVMRP features, see the “Configuring Basic DVMRP Interoperability 
Features” section on page 34-43.

Enabling DVMRP Unicast Routing
Because multicast routing and unicast routing require separate topologies, PIM must follow the 
multicast topology to build loopless distribution trees. Using DVMRP unicast routing, Cisco routers, 
multilayer switches, and mrouted-based machines exchange DVMRP unicast routes, to which PIM can 
then reverse-path forward.

Cisco devices do not perform DVMRP multicast routing among each other, but they can exchange 
DVMRP routes. The DVMRP routes provide a multicast topology that might differ from the unicast 
topology. This allows PIM to run over the multicast topology, thereby allowing sparse-mode PIM over 
the MBONE topology.

When DVMRP unicast routing is enabled, the router or switch caches routes learned in DVMRP report 
messages in a DVMRP routing table. When PIM is running, these routes might be preferred over routes 
in the unicast routing table, allowing PIM to run on the MBONE topology when it is different from the 
unicast topology.

DVMRP unicast routing can run on all interfaces. For DVMRP tunnels, it uses DVMRP multicast 
routing. This feature does not enable DVMRP multicast routing among Cisco routers and multilayer 
switches. However, if there is a DVMRP-capable multicast router, the Cisco device can do PIM/DVMRP 
multicast routing.

Beginning in privileged EXEC mode, follow these steps to enable DVMRP unicast routing: 

To disable this feature, use the no ip dvmrp unicast-routing interface configuration command.

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface that is 
connected to the DVMRP router.

Step 3 ip dvmrp unicast-routing Enable DVMRP unicast routing (to send and receive DVMRP routes).

This feature is disabled by default. 

Step 4 end Return to privileged EXEC mode.

Step 5 show running-config Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Rejecting a DVMRP Nonpruning Neighbor
By default, Cisco devices accept all DVMRP neighbors as peers, regardless of their DVMRP capability. 
However, some non-Cisco devices run old versions of DVMRP that cannot prune, so they continuously 
receive forwarded packets, wasting bandwidth. Figure 34-13 shows this scenario.

Figure 34-13 Leaf Nonpruning DVMRP Neighbor

You can prevent the multilayer switch from peering (communicating) with a DVMRP neighbor if that 
neighbor does not support DVMRP pruning or grafting. To do so, configure the multilayer switch (which 
is a neighbor to the leaf, nonpruning DVMRP machine) with the ip dvmrp reject-non-pruners interface 
configuration command on the interface connected to the nonpruning machine as shown in Figure 34-14. 
In this case, when the multilayer switch receives DVMRP probe or report message without the 
prune-capable flag set, the switch logs a syslog message and discards the message.
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Figure 34-14 Router Rejects Nonpruning DVMRP Neighbor 

Note that the ip dvmrp reject-non-pruners interface configuration command prevents peering with 
neighbors only. If there are any nonpruning routers multiple hops away (downstream toward potential 
receivers) that are not rejected, a nonpruning DVMRP network might still exist.

Beginning in privileged EXEC mode, follow these steps to prevent peering with nonpruning DVMRP 
neighbors:

To disable this function, use the no ip dvmrp reject-non-pruners interface configuration command.
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Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface connected 
to the nonpruning DVMRP neighbor.

Step 3 ip dvmrp reject-non-pruners Prevent peering with nonpruning DVMRP neighbors.

Step 4 end Return to privileged EXEC mode.

Step 5 show running-config Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.
34-52
Catalyst 3550 Multilayer Switch Software Configuration Guide

78-11194-09



 

Chapter 34      Configuring IP Multicast Routing
Configuring Advanced DVMRP Interoperability Features
Controlling Route Exchanges
These sections describe how to tune the Cisco device advertisements of DVMRP routes:

• Limiting the Number of DVMRP Routes Advertised, page 34-53

• Changing the DVMRP Route Threshold, page 34-54

• Configuring a DVMRP Summary Address, page 34-54

• Disabling DVMRP Autosummarization, page 34-56

• Adding a Metric Offset to the DVMRP Route, page 34-56

Limiting the Number of DVMRP Routes Advertised

By default, only 7000 DVMRP routes are advertised over an interface enabled to run DVMRP (that is, 
a DVMRP tunnel, an interface where a DVMRP neighbor has been discovered, or an interface configured 
to run the ip dvmrp unicast-routing interface configuration command). 

Beginning in privileged EXEC mode, follow these steps to change the DVMRP route limit:

To configure no route limit, use the no ip dvmrp route-limit global configuration command.

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 ip dvmrp route-limit count Change the number of DVMRP routes advertised over an interface 
enabled for DVMRP. 

This command prevents misconfigured ip dvmrp metric interface 
configuration commands from causing massive route injection into the 
MBONE.

By default, 7000 routes are advertised. The range is 0 to 4294967295.

Step 3 end Return to privileged EXEC mode.

Step 4 show running-config Verify your entries.

Step 5 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Changing the DVMRP Route Threshold

By default, 10,000 DVMRP routes can be received per interface within a 1-minute interval. When that 
rate is exceeded, a syslog message is issued, warning that there might be a route surge occurring. The 
warning is typically used to quickly detect when devices have been misconfigured to inject a large 
number of routes into the MBONE. 

Beginning in privileged EXEC mode, follow these steps to change the threshold number of routes that 
trigger the warning: 

To return to the default route count, use the no ip dvmrp routehog-notification global configuration 
command.

Use the show ip igmp interface privileged EXEC command to display a running count of routes. When 
the count is exceeded, *** ALERT *** is appended to the line.

Configuring a DVMRP Summary Address

By default, a Cisco device advertises in DVMRP route-report messages only connected unicast routes 
(that is, only routes to subnets that are directly connected to the router) from its unicast routing table. 
These routes undergo normal DVMRP classful route summarization. This process depends on whether 
the route being advertised is in the same classful network as the interface over which it is being 
advertised.

Figure 34-15 shows an example of the default behavior. This example shows that the DVMRP report sent 
by the Cisco router contains the three original routes received from the DVMRP router that have been 
poison-reversed by adding 32 to the DVMRP metric. Listed after these routes are two routes that are 
advertisements for the two directly connected networks (176.32.10.0/24 and 176.32.15.0/24) that were 
taken from the unicast routing table. Because the DVMRP tunnel shares the same IP address as Fast 
Ethernet 0/1 and falls into the same Class B network as the two directly connected subnets, classful 
summarization of these routes was not performed. As a result, the DVMRP router is able to 
poison-reverse only these two routes to the directly connected subnets and is able to only RPF properly 
for multicast traffic sent by sources on these two Ethernet segments. Any other multicast source in the 
network behind the Cisco router that is not on these two Ethernet segments does not properly RPF-check 
on the DVMRP router and is discarded.

You can force the Cisco router to advertise the summary address (specified by the address and mask pair 
in the ip dvmrp summary-address address mask interface configuration command) in place of any 
route that falls in this address range. The summary address is sent in a DVMRP route report if the unicast 
routing table contains at least one route in this range; otherwise, the summary address is not advertised. 
In Figure 34-15, you configure the ip dvmrp summary-address command on the Cisco router tunnel 
interface. As a result, the Cisco router sends only a single summarized Class B advertisement for 
network 176.32.0.0.16 from the unicast routing table.

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 ip dvmrp routehog-notification 
route-count

Configure the number of routes that trigger a syslog message.

The default is 10,000 routes. The range is 1 to 4294967295.

Step 3 end Return to privileged EXEC mode.

Step 4 show running-config Verify your entries.

Step 5 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Figure 34-15 Only Connected Unicast Routes Are Advertised by Default

Beginning in privileged EXEC mode, follow these step to customize the summarization of DVMRP 
routes if the default classful autosummarization does not suit your needs: 

Note At least one more-specific route must be present in the unicast routing table before a configured 
summary address is advertised. 

To remove the summary address, use the no ip dvmrp summary-address address mask [metric value] 
interface configuration command.

Network Intf Metric Dist
176.13.10.0/24 Fa0/1 10514432 90
176.32.15.0/24 Fa0/2 10512012 90
176.32.20.0/24 Fa0/2 45106372 90

Src Network Intf Metric Dist
151.16.0/16 Fa0/1 7 0
172.34.15.0/24 Fa0/1 10 0
202.13.3.0/24 Fa0/1 8 0

151.16.0.0/16 m = 39
172.34.15.0/24 m = 42
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interface tunnel 0
ip unnumbered fa0/1

interface fastethernet 0/1
ip addr 176.32.10.1 255.255.255.0
ip pim dense-mode

interface fastethernet 0/2
ip addr 176.32.15.1 255.255.255.0
ip pim dense-mode

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration command, and specify the interface that is 
connected to the DVMRP router.

Step 3 ip dvmrp summary-address address 
mask [metric value] 

Specify a DVMRP summary address.

• For summary-address address mask, specify the summary IP 
address and mask that is advertised instead of the more specific 
route.

• (Optional) For metric value, specify the metric that is advertised 
with the summary address. The default is 1. The range is 1 to 32.

Step 4 end Return to privileged EXEC mode.

Step 5 show running-config Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Disabling DVMRP Autosummarization

By default, the Cisco IOS software automatically performs some level of DVMRP summarization. 
Disable this function if you want to advertise all routes, not just a summary. In some special cases, you 
can use the neighboring DVMRP router with all subnet information to better control the flow of multicast 
traffic in the DVMRP network. One such case might occur if the PIM network is connected to the 
DVMRP cloud at several points and more specific (unsummarized) routes are being injected into the 
DVMRP network to advertise better paths to individual subnets inside the PIM cloud.

If you configure the ip dvmrp summary-address interface configuration command and did not 
configure no ip dvmrp auto-summary, you get both custom and autosummaries. 

Beginning in privileged EXEC mode, follow these steps to disable DVMRP autosummarization:

To re-enable auto summarization, use the ip dvmrp auto-summary interface configuration command.

Adding a Metric Offset to the DVMRP Route

By default, the multilayer switch increments by 1 the metric (hop count) of a DVMRP route advertised 
in incoming DVMRP reports. You can change the metric if you want to favor or not favor a certain route.

For example, a route is learned by multilayer switch A, and the same route is learned by multilayer 
switch B with a higher metric. If you want to use the path through switch B because it is a faster path, 
you can apply a metric offset to the route learned by switch A to make it larger than the metric learned 
by switch B, and you can choose the path through switch B.

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface connected 
to the DVMRP router.

Step 3 no ip dvmrp auto-summary Disable DVMRP autosummarization.

Step 4 end Return to privileged EXEC mode.

Step 5 show running-config Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Beginning in privileged EXEC mode, follow these steps to change the default metric: 

To return to the default value, use the no ip dvmrp metric-offset interface configuration command.

Monitoring and Maintaining IP Multicast Routing
These sections describe how to monitor and maintain IP multicast routing:

• Clearing Caches, Tables, and Databases, page 34-58

• Displaying System and Network Statistics, page 34-58

• Monitoring IP Multicast Routing, page 34-59

Command Purpose

Step 1 configure terminal Enter global configuration mode.

Step 2 interface interface-id Enter interface configuration mode, and specify the interface to be 
configured.

Step 3 ip dvmrp metric-offset [in | out] 
increment

Change the metric added to DVMRP routes advertised in incoming 
reports.

The keywords have these meanings:

• (Optional) in—Specifies that the increment value is added to 
incoming DVMRP reports and is reported in mrinfo replies.

• (Optional) out—Specifies that the increment value is added to 
outgoing DVMRP reports for routes from the DVMRP routing 
table.

If neither in nor out is specified, in is the default.

For increment, specify the value that is added to the metric of a DVMRP 
router advertised in a report message. The range is 1 to 31.

If the ip dvmrp metric-offset command is not configured on an 
interface, the default increment value for incoming routes is 1, and the 
default for outgoing routes is 0.

Step 4 end Return to privileged EXEC mode.

Step 5 show running-config Verify your entries.

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file.
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Clearing Caches, Tables, and Databases
You can remove all contents of a particular cache, table, or database. Clearing a cache, table, or database 
might be necessary when the contents of the particular structure are or suspected to be invalid. 

You can use any of the privileged EXEC commands in Table 34-3 to clear IP multicast caches, tables, 
and databases:

Displaying System and Network Statistics
You can display specific statistics such as the contents of IP routing tables, caches, and databases. You 
can display information to determine resource utilization and solve network problems. You can also 
display information about node reachability and discover the routing path your device’s packets are 
taking through the network.

You can use any of the privileged EXEC commands in Table 34-4 to display various routing statistics:

Table 34-3 Commands for Clearing Caches, Tables, and Databases

Command Purpose

clear ip cgmp Clear all group entries the Catalyst switches have 
cached.

clear ip dvmrp route {* | route} Delete routes from the DVMRP routing table.

clear ip igmp group [group-name | 
group-address | interface] 

Delete entries from the IGMP cache. 

clear ip mroute {* | group [source]} Delete entries from the IP multicast routing table. 

clear ip pim auto-rp rp-address Clear the Auto-RP cache.

clear ip sdr [group-address | “session-name”] Delete the Session Directory Protocol Version 2 
cache or an sdr cache entry.

Table 34-4 Commands for Displaying System and Network Statistics

Command Purpose

ping [group-name | group-address] Send an ICMP Echo Request to a multicast group 
address.

show ip dvmrp route [ip-address] Display the entries in the DVMRP routing table.

show ip igmp groups [group-name | 
group-address | type number] 

Display the multicast groups that are directly 
connected to the multilayer switch and that were 
learned through IGMP. 

show ip igmp interface [type number] Display multicast-related information about an 
interface. 

show ip mcache [group [source]] Display the contents of the IP fast-switching 
cache.switching, displaying

show ip mpacket [source-address | name] 
[group-address | name] [detail]

Display the contents of the circular cache-header 
buffer.

show ip mroute [group-name | group-address] 
[source] [summary] [count] [active kbps] 

Display the contents of the IP multicast routing 
table.
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Monitoring IP Multicast Routing
You can use the privileged EXEC commands in Table 34-5 to monitor IP multicast routers, packets, and 
paths:

show ip pim interface [type number] [count] Display information about interfaces configured 
for PIM. 

show ip pim neighbor [type number] List the PIM neighbors discovered by the 
multilayer switch. 

show ip pim rp [group-name | group-address] Display the RP routers associated with a 
sparse-mode multicast group. 

show ip rpf {source-address | name} Display how the multilayer switch is doing 
Reverse-Path Forwarding (that is, from the unicast 
routing table, DVMRP routing table, or static 
mroutes).

show ip sdr [group | “session-name” | detail] Display the Session Directory Protocol Version 2 
cache.

Table 34-4 Commands for Displaying System and Network Statistics (continued)

Command Purpose

Table 34-5 Commands for Monitoring IP Multicast Routing

Command Purpose

mrinfo [hostname | address] [source-address | 
interface]

Query a multicast router or multilayer switch about 
which neighboring multicast devices are peering 
with it.

mstat source [destination] [group] Display IP multicast packet rate and loss 
information.

mtrace source [destination] [group] Trace the path from a source to a destination 
branch for a multicast distribution tree for a given 
group.
34-59
Catalyst 3550 Multilayer Switch Software Configuration Guide

78-11194-09



 

Chapter 34      Configuring IP Multicast Routing
Monitoring and Maintaining IP Multicast Routing
34-60
Catalyst 3550 Multilayer Switch Software Configuration Guide

78-11194-09


	Configuring IP Multicast Routing
	Cisco Implementation of IP Multicast Routing
	Understanding IGMP
	IGMP Version 1
	IGMP Version 2

	Understanding PIM
	PIM Versions
	PIM Modes
	Auto-RP
	Bootstrap Router
	Multicast Forwarding and Reverse Path Check
	Neighbor Discovery

	Understanding DVMRP
	DVMRP Neighbor Discovery
	DVMRP Route Table
	DVMRP Source Distribution Tree

	Understanding CGMP
	Joining a Group with CGMP
	Leaving a Group with CGMP


	Configuring IP Multicast Routing
	Default Multicast Routing Configuration
	Multicast Routing Configuration Guidelines
	PIMv1 and PIMv2 Interoperability
	Auto-RP and BSR Configuration Guidelines

	Configuring Basic Multicast Routing
	Configuring a Rendezvous Point
	Manually Assigning an RP to Multicast Groups
	Configuring Auto-RP
	Configuring PIMv2 BSR

	Using Auto-RP and a BSR
	Monitoring the RP Mapping Information
	Troubleshooting PIMv1 and PIMv2 Interoperability Problems

	Configuring Advanced PIM Features
	Understanding PIM Shared Tree and Source Tree
	Delaying the Use of PIM Shortest-Path Tree
	Modifying the PIM Router-Query Message Interval

	Configuring Optional IGMP Features
	Default IGMP Configuration
	Changing the IGMP Version
	Changing the IGMP Query Timeout for IGMPv2
	Changing the Maximum Query Response Time for IGMPv2
	Configuring the Multilayer Switch as a Member of a Group
	Controlling Access to IP Multicast Groups
	Modifying the IGMP Host-Query Message Interval
	Configuring the Multilayer Switch as a Statically Connected Member

	Configuring Optional Multicast Routing Features
	Enabling CGMP Server Support
	Configuring sdr Listener Support
	Enabling sdr Listener Support
	Limiting How Long an sdr Cache Entry Exists

	Configuring the TTL Threshold
	Configuring an IP Multicast Boundary

	Configuring Basic DVMRP Interoperability Features
	Configuring DVMRP Interoperability
	Controlling Unicast Route Advertisements
	Configuring a DVMRP Tunnel
	Advertising Network 0.0.0.0 to DVMRP Neighbors
	Responding to mrinfo Requests

	Configuring Advanced DVMRP Interoperability Features
	Enabling DVMRP Unicast Routing
	Rejecting a DVMRP Nonpruning Neighbor
	Controlling Route Exchanges
	Limiting the Number of DVMRP Routes Advertised
	Changing the DVMRP Route Threshold
	Configuring a DVMRP Summary Address
	Disabling DVMRP Autosummarization
	Adding a Metric Offset to the DVMRP Route


	Monitoring and Maintaining IP Multicast Routing
	Clearing Caches, Tables, and Databases
	Displaying System and Network Statistics
	Monitoring IP Multicast Routing




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


