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Configuring Basic Inter-VSAN Routing

This chapter describes how to configure basic Inter-VSAN Routing (IVR) feature and provides 
instructions on sharing resources across VSANs using IVR management interfaces. 

This chapter includes the following topics:

• Information About Basic Inter-VSAN Routing, page 1-1

• Guidelines and Limitations, page 1-9

• Default Settings, page 1-13

• Configuring Basic Inter-VSAN Routing, page 1-14

• Monitoring Basic Inter-VSAN Routing Configuration, page 1-22

• Where to Go Next, page 1-24

Information About Basic Inter-VSAN Routing
This section includes the following topics:

• IVR Overview, page 1-2

• IVR Features, page 1-2

• IVR Terminology, page 1-3

• IVR Configuration Limits, page 1-4

• IVR CFS Distribution, page 1-5

• Fibre Channel Header Modifications, page 1-5

• IVR Network Address Translation, page 1-6

• IVR VSAN Topology, page 1-6

• IVR Virtual Domains, page 1-6

• IVR Zones, page 1-7

• Automatic IVR Zone Creation, page 1-7

• IVR Interoperability, page 1-8
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IVR Overview
Virtual SANs (VSANs) improve storage area network (SAN) scalability, availability, and security by 
allowing multiple Fibre Channel SANs to share a common physical infrastructure of switches and ISLs. 
These benefits are derived from the separation of Fibre Channel services in each VSAN and the isolation 
of traffic between VSANs. Data traffic isolation between the VSANs also inherently prevents sharing of 
resources attached to a VSAN, such as robotic tape libraries. Using IVR, you can access resources across 
VSANs without compromising other VSAN benefits.

IVR Features
IVR supports the following features:

• Accesses resources across VSANs without compromising other VSAN benefits.

• Transports data traffic between specific initiators and targets on different VSANs without merging 
VSANs into a single logical fabric. 

• Establishes proper interconnected routes that connect one or more VSANs across multiple switches. 
IVR is not limited to VSANs present on a common switch.

• Shares valuable resources (such as tape libraries) across VSANs without compromise. Fibre 
Channel traffic does not flow between VSANs, nor can initiators access resources across VSANs 
other than the designated VSAN. 

• Provides efficient business continuity or disaster recovery solutions when used in conjunction with 
FCIP (see Figure 1-1). 

• Is in compliance with Fibre Channel standards.

• Incorporates third-party switches, however, IVR-enabled VSANs may need to be configured in one 
of the interop modes.

Note IVR is not supported on the Cisco MDS 9124 Fabric Switch, the Cisco MDS 9134 Fabric Switch, the 
Cisco MDS 9148 Fabric Switch, the Cisco Fabric Switch for HP c-Class BladeSystem, and the Cisco 
Fabric Switch for IBM BladeCenter.

Originator Exchange ID (OX ID) load balancing of IVR traffic from IVR-enabled switches is not 
supported on Generation 1 switching modules. OX ID-based load balancing of IVR traffic from a 
non-IVR MDS switch could work in some environments. Generation 2 switching modules support 
OX ID-based load balancing of IVR traffic from IVR-enabled switches.
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Figure 1-1 Traffic Continuity Using IVR and FCIP

IVR Terminology
The following IVR-related terms are used in the IVR documentation:

• Native VSAN—The VSAN to which an end device logs on is the native VSAN for that end device.

• Current VSAN—The VSAN currently being configured for IVR.

• Inter-VSAN Routing zone (IVR zone)—A set of end devices that are allowed to communicate across 
VSANs within their interconnected SAN fabric. This definition is based on their port world-wide 
names (pWWNs) and their native VSAN associations. Prior to Cisco SAN-OS Release 3.0(3), you 
could configure up to 2000 IVR zones and 10,000 IVR zone members on the switches in the 
network. As of Cisco SAN-OS Release 3.0(3), you can configure up to 8000 IVR zones and 20,000 
IVR zone members on the switches in the network. 

• Inter-VSAN routing zone sets (IVR zone sets)—One or more IVR zones make up an IVR zone set. 
You can configure up to 32 IVR zone sets on any switch in the Cisco MDS 9000 Family. Only one 
IVR zone set can be active at any time.

• IVR path—An IVR path is a set of switches and Inter-Switch Links (ISLs) through which a frame 
from an end device in one VSAN can reach another end device in some other VSAN. Multiple paths 
can exist between two such end devices.

• IVR-enabled switch—A switch on which the IVR feature is enabled.

• Edge VSAN—A VSAN that initiates (source edge-VSAN) or terminates (destination edge-VSAN) 
an IVR path. Edge VSANs may be adjacent to each other or they may be connected by one or more 
transit VSANs. VSANs 1, 2, and 3 (see Figure 1-1), are edge VSANs.

Note An edge VSAN for one IVR path can be a transit VSAN for another IVR path.

VSAN 1 VSAN 2 VSAN 3

Transit VSAN (VSAN 4)

FC or FCIP links (multiple links for redundancy)

T S1 S2

FCFC FCFCFCFC FCFC FCFCFCFC

IVR-Enabled
Switch
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MDS1 MDS2 MDS3 MDS4
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• Transit VSAN—A VSAN that exists along an IVR path from the source edge VSAN of that path to 
the destination edge VSAN of that path. VSAN 4 is a transit VSAN (see Figure 1-1).

Note When the source and destination edge VSANs are adjacent to each other, then a transit 
VSAN is not required between them. 

• Border switch—An IVR-enabled switch that is a member of two or more VSANs. Border switches, 
such as the IVR-enabled switch between VSAN 1 and VSAN 4 (see Figure 1-1), span two or more 
different color-coded VSANs.

• Edge switch—A switch to which a member of an IVR zone has logged in to. Edge switches are 
unaware of the IVR configurations in the border switches. Edge switches do not need to be 
IVR-enabled.

• Autonomous Fabric Identifier (AFID)—Allows you to configure more than one VSAN in the 
network with the same VSAN ID and avoid downtime when configuring IVR between fabrics that 
contain VSANs with the same ID. 

• Service group—Allows you to reduce the amount of IVR traffic to non-IVR-enabled VSANs by 
configuring one or more service groups that restrict the traffic to the IVR-enabled VSANs.

IVR Configuration Limits
Table 1-1 summarizes the configuration limits for IVR. 

Table 1-1 IVR Configuration Limits

IVR Feature Maximum Limit

IVR VSANs 128

IVR zone members As of Cisco SAN-OS Release 3.0(3), 20,000 IVR 
zone members per physical fabric 

Prior to Cisco SAN-OS Release 3.0(3), 10,000 
IVR zone members per physical fabric

IVR zones As of Cisco SAN-OS Release 3.0(3), 8000 IVR 
zones per physical fabric

Prior to Cisco SAN-OS Release 3.0(3), 2000 IVR 
zones per physical fabric

IVR zone sets 32 IVR zone sets per physical fabric

IVR service groups 16 service groups per physical fabric

IVR switches 25 (IVR auto topology mode)

Note We recommend IVR manual topology 
mode if you have more than 25 IVR 
switches. See “Manually Configuring an 
IVR Topology” on page 2-11.
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IVR CFS Distribution
The IVR feature uses the Cisco Fabric Services (CFS) infrastructure to enable efficient configuration 
management and to provide a single point of configuration for the entire fabric in the VSAN. For 
information on CFS, refer to the Cisco MDS 9000 Family NX-OS System Management Configuration 
Guide.

The following configurations are distributed:

• IVR zones

• IVR zone sets

• IVR VSAN topology

• IVR active topology and zone set (activating these features in one switch propagates the 
configuration to all other distribution-enabled switches in the fabric)

• AFID database

Database Implementation

The IVR feature uses three databases to accept and implement configurations.

• Configured database—The database is manually configured by the user.

• Active database—The database is currently enforced by the fabric.

• Pending database—If you modify the configuration, you need to commit or discard the configured 
database changes to the pending database. The fabric remains locked during this period. Changes to 
the pending database are not reflected in the active database until you commit the changes to CFS.

Locking the Fabric

The first action that modifies the database creates the pending database and locks the feature in the 
VSAN. Once you lock the fabric, the following situations apply:

• No other user can make any configuration changes to this feature.

• A copy of the configuration database becomes the pending database along with the first active 
change. 

Fibre Channel Header Modifications
IVR virtualizes the remote end devices in the native VSAN using a virtual domain. When IVR is 
configured to link end devices in two disparate VSANs, the IVR border switches are responsible for 
modifying the Fibre Channel headers for all communication between the end devices. The sections of 
the Fibre Channel frame headers that are modified include:

• VSAN number

• Source FCID

• Destination FCID
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When a frame travels from the initiator to the target, the Fibre Channel frame header is modified such 
that the initiator VSAN number is changed to the target VSAN number. If IVR Network Address 
Translation (NAT) is enabled, then the source and destination FCIDs are also translated at the edge 
border switch. If IVR NAT is not enabled, then you must configure unique domain IDs for all switches 
involved in the IVR path.

IVR Network Address Translation
IVR Network Address Translation (NAT) can be enabled to allow non-unique domain IDs; however, 
without NAT, IVR requires unique domain IDs for all switches in the fabric. IVR NAT simplifies the 
deployment of IVR in an existing fabric where non-unique domain IDs might be present.

To use IVR NAT, it must be enabled on all IVR-enabled switches in the fabric. By default, IVR NAT and 
IVR configuration distributions are disabled on all switches in the Cisco MDS 9000 Family.

See “Enabling IVR NAT and IVR Auto Topology Mode” on page 1-17 for information on IVR 
requirements and guidelines as well as configuration information.

IVR VSAN Topology
IVR uses a configured IVR VSAN topology to determine how to route traffic between the initiator and 
the target across the fabric. 

IVR auto topology mode automatically builds the IVR VSAN topology and maintains the topology 
database when fabric reconfigurations occur. IVR auto topology mode also distributes the IVR VSAN 
topology to IVR-enabled switches using CFS. 

Using IVR auto topology mode, you no longer need to manually update the IVR VSAN topology when 
reconfigurations occur in your fabric. If an IVR manual topology database exists, IVR auto topology 
mode initially uses that topology information. The automatic update reduces disruption in the network 
by gradually migrating from the user-specified topology database to the automatically-learned topology 
database. User-configured topology entries that are not part of the network are aged out in about three 
minutes. New entries that are not part of the user-configured database are added as they are discovered 
in the network.

When IVR auto topology mode is enabled, it starts with the previously active IVR manual topology if it 
exists, and then the discovery process begins. New, alternate, or better paths my be discovered. If the 
traffic is switched to an alternate or better path, there may be temporary traffic disruptions that are 
normally associated with switching paths.

Note IVR topology in IVR auto topology mode requires Cisco MDS SAN-OS Release 2.1(1a) or later and CFS 
must be enabled for IVR on all switches in the fabric.

IVR Virtual Domains
In a remote VSAN, the IVR application does not automatically add the virtual domain to the assigned 
domains list. Some switches (for example, the Cisco SN5428 switch) do not query the remote name 
server until the remote domain appears in the assigned domains list in the fabric. In such cases, add the 
IVR virtual domains in a specific VSAN to the assigned domains list in that VSAN. When adding IVR 
domains, all IVR virtual domains that are currently present in the fabric (and any virtual domain that is 
created in the future) will appear in the assigned domains list for that VSAN. 
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Tip Be sure to add IVR virtual domains if Cisco SN5428 or Cisco MDS 9020 switches exist in the VSAN.

When you enable the IVR virtual domains, links may fail to come up due to overlapping virtual domain 
identifiers. If this occurs, temporarily withdraw the overlapping virtual domain from that VSAN. 

Note Withdrawing an overlapping virtual domain from an IVR VSAN disrupts IVR traffic to and from that 
domain. 

Tip Only add IVR domains in the edge VSANs and not in transit VSANs.

IVR Zones
As part of the IVR configuration, you need to configure one or more IVR zones to enable cross-VSAN 
communication. To achieve this result, you must specify each IVR zone as a set of (pWWN, VSAN) 
entries. Like zones, several IVR zone sets can be configured to belong to an IVR zone. You can define 
several IVR zone sets and activate only one of the defined IVR zone sets. 

Note The same IVR zone set must be activated on all of the IVR-enabled switches.

Table 1-2 identifies the key differences between IVR zones and zones.

Automatic IVR Zone Creation
Figure 1-2 depicts an IVR zone consisting of four members. To allow pwwn1 to communicate with 
pwwn2, they must be in the same zone in VSAN 1, as well as in VSAN 2. If they are not in the same 
zone, then the hard-zoning ACL entries will prohibit pwwn1 from communicating with pwwn2. 

A zone corresponding to each active IVR zone is automatically created in each edge VSAN specified in 
the active IVR zone. All pWWNs in the IVR zone are members of these zones in each VSAN.

Table 1-2 Key Differences Between IVR Zones and Zones

IVR Zones Zones

IVR zone membership is specified using the VSAN and 
pWWN combination.

Zone membership is specified using pWWN, 
fabric WWN, sWWN, or the AFID.

Default zone policy is always deny (not configurable). Default zone policy is deny (configurable).
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Figure 1-2 Creating Zones Upon IVR Zone Activation

The zones are created automatically by the IVR process when an IVR zone set is activated. They are not 
stored in a full zone set database and are lost when the switch reboots or when a new zone set is activated. 
The IVR feature monitors these events and adds the zones corresponding to the active IVR zone set 
configuration when a new zone set is activated. Like zone sets, IVR zone sets are also activated 
nondisruptively.

Note If pwwn1 and pwwn2 are in an IVR zone in the current as well as the new IVR zone set, then activation 
of the new IVR zone set does not cause any traffic disruption between them.

IVR zone and IVR zone set names are restricted to 64 alphanumeric characters.

Caution Prior to Cisco SAN-OS Release 3.0(3), you can only configure a total of 2000 IVR zones and 32 IVR 
zone sets on the switches in the network. As of Cisco SAN-OS Release 3.0(3), you can only configure 
a total of 8000 IVR zones and 32 IVR zone sets on the switches in the network. See “Database Merge 
Guidelines” on page 1-11.

IVR Interoperability
When using the IVR feature, all border switches in a fabric must be Cisco MDS switches. However, other 
switches in the fabric may be non-MDS switches. For example, end devices that are members of the 
active IVR zone set may be connected to non-MDS switches. Non-MDS switches may also be present 
in the transit VSAN(s) or in the edge VSANs if one of the interop modes is enabled.

For additional information on switch interoperability, refer to the Cisco Data Center Interoperability 
Support Matrix.

Active IVZ

IVR zone name:
OLTP_Backup

Zone name:
IVRZ_OLTP_Backup

VSAN1, pwwn1
VSAN2, pwwn2
VSAN2, pwwn3
VSAN3, pwwn4

Active zone in VSAN 1:

pwwn1
pwwn2
pwwn3
pwwn4

Active zone in VSAN 3:

pwwn1
pwwn2
pwwn3
pwwn4

Active zone in VSAN 2:

pwwn1
pwwn2
pwwn3
pwwn4
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Guidelines and Limitations
This section includes the following topics:

• IVR NAT Requirements and Guidelines, page 1-9

• IVR Zone Limits and Image Downgrading Guidelines, page 1-11

• Database Merge Guidelines, page 1-11

IVR NAT Requirements and Guidelines
IVR NAT has the following requirements and guidelines:

• All IVR-enabled switches must run Cisco MDS SAN-OS Release 2.1(1a) or later.

• IVR NAT port login (PLOGI) requests that are received from hosts are delayed a few seconds to 
perform the rewrite on the FC ID address.   If the host’s PLOGI timeout value is set to a value less 
than five seconds, it may result in the PLOGI being unnecessarily aborted and the host being unable 
to access the target. We recommend that you configure the host bus adapter for a timeout of at least 
ten seconds (most HBAs default to a value of 10 or 20 seconds).

• IVR NAT requires Cisco MDS SAN-OS Release 2.1(1a) or later on all IVR switches in the fabric. 
If you have isolated switches with an earlier release that are configured in an IVR topology, you 
must remove any isolated fabrics from being monitored by the DCNM-SAN and then re-open the 
fabric to use IVR NAT. See the Cisco DCNM Fundamentals Guide for information on selecting a 
fabric to manage continuously.

• Load balancing of IVR NAT traffic across equal cost paths from an IVR-enabled switch is not 
supported. However, load balancing of IVR NAT traffic over PortChannel links is supported. The 
load-balancing algorithm for IVR NAT traffic over PortChannel with Generation 1 modules is 
SRC/DST only. Generation 2 modules support SRC/DST/OXID-based load balancing of IVR NAT 
traffic across a PortChannel. 

• You cannot configure IVR NAT and preferred Fibre Channel routes on Generation 1 module 
interfaces.

• IVR NAT allows you to set up IVR in a fabric without needing unique domain IDs on every switch 
in the IVR path. IVR NAT virtualizes the switches in other VSANs by using local VSAN for the 
destination IDs in the Fibre Channel headers. In some Extended Link Service message types, the 
destination IDs are included in the packet data. In these cases, IVR NAT replaces the actual 
destination ID with the virtualized destination ID. IVR NAT supports destination ID replacement in 
the Extended Link Service messages described in Table 1-3.

Table 1-3 Extended Link Service Messages Supported by IVR NAT

Extended Link Service Messages
Link Service Command 
(LS_COMMAND) Mnemonic

Abort Exchange 0x06 00 00 00 ABTX

Discover Address 0x52 00 00 00 ADISC

Discover Address Accept 0x02 00 00 00 ADISC ACC

Fibre Channel Address Resolution Protocol 
Reply

0x55 00 00 00 FARP-REPLY
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• If you have a message that is not recognized by IVR NAT and contains the destination ID in the 
packet data, you cannot use IVR with NAT in your topology. You can still use IVR with unique 
domain IDs.

Transit VSAN Guidelines

Consider the following guidelines for transit VSANs:

• In addition to defining the IVR zone membership, you can choose to specify a set of transit VSANs 
to provide connectivity between two edge VSANs:

– If two edge VSANs in an IVR zone overlap, then a transit VSAN is not required (though, not 
prohibited) to provide connectivity.

– If two edge VSANs in an IVR zone do not overlap, you may need one or more transit VSANs 
to provide connectivity. Two edge VSANs in an IVR zone will not overlap if IVR is not enabled 
on a switch that is a member of both the source and destination edge VSANs.

• Traffic between the edge VSANs only traverses through the shortest IVR path.

• Transit VSAN information is common to all IVR zone sets. Sometimes, a transit VSAN can also act 
as an edge VSAN in another IVR zone. 

Border Switch Guidelines

Before configuring border switches, consider the following guidelines:

• Border switches require Cisco MDS SAN-OS Release 2.1(1a) or later. 

• A border switch must be a member of two or more VSANs.

Fibre Channel Address Resolution Protocol 
Request

0x54 00 00 00 FARP-REQ

Logout 0x05 00 00 00 LOGO

Port Login 0x30 00 00 00 PLOGI

Read Exchange Concise 0x13 00 00 00 REC

Read Exchange Concise Accept 0x02 00 00 00 REC ACC

Read Exchange Status Block 0x08 00 00 00 RES

Read Exchange Status Block Accept 0x02 00 00 00 RES ACC

Read Link Error Status Block 0x0F 00 00 00 RLS

Read Sequence Status Block 0x09 00 00 00 RSS

Reinstate Recovery Qualifier 0x12 00 00 00 RRQ

Request Sequence Initiative 0x0A 00 00 00 RSI

Scan Remote Loop 0x7B 00 00 00 RSL

Third Party Process Logout 0x24 00 00 00 TPRLO

Third Party Process Logout Accept 0x02 00 00 00 TPRLO ACC

Table 1-3 Extended Link Service Messages Supported by IVR NAT (continued)

Extended Link Service Messages
Link Service Command 
(LS_COMMAND) Mnemonic
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• A border switch that facilitates IVR communsications must be IVR-enabled.

• IVR can (optionally) be enabled on additional border switches to provide redundant paths between 
active IVR zone members.

• The VSAN topology configuration updates automatically when a border switch is added or removed.

IVR Zone Limits and Image Downgrading Guidelines
Table 1-4 identifies the IVR zone limits per physical fabric.

Note A zone member is counted twice if it exists in two zones. See “Database Merge Guidelines” on 
page 1-11. 

Caution If you want to downgrade to a release prior to Cisco SAN-OS Release 3.0(3), the number of IVR zones 
cannot exceed 2000 and the number of IVR zone members cannot exceed 10,000.

Database Merge Guidelines
A database merge refers to the combination of the configuration database and static (unlearned) entries 
in the active database. For information on CFS merge support, refer to the Cisco MDS 9000 Family 
NX-OS System Management Configuration Guide or System Management Configuration Guide, Cisco 
DCNM for SAN.

Consider the following guidelines when merging two IVR fabrics:

• The IVR configurations are merged even if two fabrics contain different configurations.

• If dissimilar zones exist in two merged fabrics, the zone from each fabric is cloned in the distributed 
zone set with appropriate names (see Figure 1-3).

Table 1-4 IVR Zone Limits

Cisco Release IVR Zone Limit IVR Zone Member Limit IVR Zone Set Limit

SAN-OS Release 3.0(3 or later 8000 20,000 32

SAN-OS Release 3.0(2b) or earlier 2000 10,000 32
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Figure 1-3 Fabric Merge Consequences

• You can configure different IVR configurations in different Cisco MDS switches. 

• To avoid traffic disruption, after the database merge is complete, the configuration is a combination 
of the configurations that were present on the two switches involved in the merge.

– The configurations are merged even if both fabrics have different configurations.

– A combination of zones and zone sets are used to get the merged zones and zone sets. If a 
dissimilar zone exists in two fabrics, the dissimilar zones are cloned into the zone set with 
appropriate names so both zones are present.

– The merged topology contains a combination of the topology entries for both fabrics.

– The merge will fail if the merged database contains more topology entries than the allowed 
maximum.

– The total number of VSANs across the two fabrics cannot exceed 128. 

Note VSANs with the same VSAN ID but different AFIDs are counted as two separate 
VSANs.

– The total number of IVR-enabled switches across the two fabrics cannot exceed 128.

– The total number of zone members across the two fabrics cannot exceed 10,000. As of Cisco 
SAN-OS Release 3.0(3), the total number of zone members across the two fabrics cannot exceed 
20,000. A zone member is counted twice if it exists in two zones.

Cisco MDS switch

Cisco MDS switch Cisco MDS switch

Fabric X

Fabric Y

Cisco MDS switch

Cisco MDS switch Cisco MDS switch
witch

Fabric XY

Fabrics with
dissimilar zones

Both zones contained
in the zone set

ivzs1
    ivz1
        wwn1
        wwn2

ivzs1
    ivz1
        wwn3
        wwn4

ivzs1
    ivz1
        wwn1
        wwn2
    ivz1 wwnC
        wwn3
        wwn4

ivzs1
    ivz1
        wwn1
        wwn2
    ivz1 wwnC
        wwn3
        wwn4
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Note If one or more of the fabric switches are running Cisco SAN-OS Release 3.0(3) or later, 
and the number of zone members exceeds 10,000, you must either reduce the number of 
zone members in the fabric or upgrade all switches in both fabrics to Cisco SAN-OS 
Release 3.0(3) or later.

– The total number of zones across the two fabrics cannot exceed 2000. As of Cisco SAN-OS 
Release 3.0(3), the total number of zones across the two fabrics cannot exceed 8000.

Note If only some of the switches in the fabrics are running Cisco SAN-OS Release 3.0(3) or 
later, and if the number of zones exceeds 2000, you must either reduce the number of 
zones in the fabric or upgrade all switches in both fabrics to Cisco SAN-OS Release 
3.0(3) or later.

– The total number or zone sets across the two fabrics cannot exceed 32.

Table 1-5 describes the results of a CFS merge of two IVR-enabled fabrics under different conditions.

Caution If you do not follow these conditions, the merge will fail. The next distribution will forcefully 
synchronize the databases and the activation states in the fabric.

Default Settings
Table 1-6 lists the default settings for IVR parameters.

Table 1-5 Results of Merging Two IVR-Enabled Fabrics

IVR Fabric 1 IVR Fabric 2 After Merge 

NAT enabled NAT disabled Merge succeeds and NAT is 
enabled

Auto mode enabled Auto mode disabled Merge succeeds and IVR auto 
topology mode is enabled

Conflicting AFID database Merge fails

Conflicting IVR zone set database Merge succeeds with new zones 
created to resolve conflicts

Combined configuration exceeds limits (such as maximum number 
of zones or VSANs)

Merge fails

Service group 1 Service group 2 Merge succeeds with service 
groups combined

User-configured VSAN topology configuration with conflicts Merge fails

User-configured VSAN topology configuration without conflicts Merge succeeds
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Configuring Basic Inter-VSAN Routing
This section includes the following topics:

• Task Flow for Configuring Basic Inter-VSAN Routing, page 1-14

• Configuring IVR and IVR Zones Using the IVR Zone Wizard, page 1-15

• Enabling IVR, page 1-16

• Distributing the IVR Configuration Using CFS, page 1-16

• Enabling IVR NAT and IVR Auto Topology Mode, page 1-17

• Configuring IVR Zones and IVR Zone Sets, page 1-18

• Activating Zone Sets and Using the force Option, page 1-20

• Activating or Deactivating IVR Zone Sets, page 1-21

• Configuring IVR Logging Severity Levels, page 1-22

Task Flow for Configuring Basic Inter-VSAN Routing
To configure basic IVR, follow these steps:

Table 1-6 Default IVR Parameters

Parameters Default

IVR feature Disabled

IVR VSANs Not added to virtual domains

IVR NAT Disabled

QoS for IVR zones Low

Configuration distribution Disabled

Task Reference

Step 1 Enable IVR on all border 
switches. 

Step 2 Enable IVR distribution. 

Note The following steps need to be performed on one switch in the fabric.

Step 3 Enable IVR NAT. See “Enabling IVR NAT and IVR Auto Topology Mode” on 
page 1-17.

Step 4 Enable IVR auto topology mode. See “Enabling IVR NAT and IVR Auto Topology Mode” on 
page 1-17.

Step 5 Configure IVR virtual domains.

Step 6 Configure and activate zone sets. See “Configuring IVR Zones and IVR Zone Sets” on page 1-18.

Step 7 Commit the IVR configuration.

Step 8 Verify the IVR configuration.
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Configuring IVR and IVR Zones Using the IVR Zone Wizard
The IVR Zone Wizard simplifies the process of configuring IVR zones in a fabric. The IVR Zone Wizard 
checks the following conditions and identifies any related issues:

• Checks all switches in the fabric to identify the Cisco SAN-OS or NX-OS release that is running on 
the switch. If Cisco MDS SAN-OS Release 2.1(1a) or later is running on the switch, you can decide 
to migrate to IVR NAT with IVR auto topology mode.

• Checks all switches in the fabric to identify the Cisco SAN-OS or NX-OS release that is running on 
the switch. If Cisco MDS SAN-OS Release 2.1(1a) or later is running on a switch, you can decide 
to upgrade the switch or disable IVR NAT or IVR auto topology mode if they are enabled. 

Detailed Steps

To configure IVR and IVR zones using the IVR Zone Wizard, follow these steps:

Step 1 Click the IVR Zone Wizard icon in the Zone toolbar.

To migrate to IVR NAT mode click Yes, otherwise, click No. You see the IVR Zone Wizard dialog box.

Step 2 Select the VSANs that will participate in IVR in the fabric. Click Next.

Step 3 Select the end devices that you want to connect using IVR.

Note If you are not using IVR NAT, DCNM for SAN might display an error message if all the switches 
participating in IVR do not have unique domain IDs. You must reconfigure those switches before 
configuring IVR. See Step 6.

Step 4 If you enable IVR NAT, verify which switches that DCNM-SAN will enable with IVR NAT, CFS for 
IVR, and IVR auto topology mode. 

Step 5 Enter the VSAN ID of the VSAN that you want to use as the transit VSAN between the VSANs selected 
for the IVR zone. Click Next.

Step 6 (Optional) Configure a unique AFID for switches in the fabric that have non-unique VSAN IDs in the 
Select AFID dialog box.

Step 7 If you did not enable IVR NAT, verify the transit VSAN or configure the transit VSAN if DCNM-SAN 
cannot find an appropriate transit VSAN.

Step 8 Set the IVR zone and IVR zone set.

Step 9 Verify all steps that DCNM-SAN will take to configure IVR in the fabric.

Step 10 Click Finish if you want to enable IVR NAT and IVR auto topology mode and to create the associated 
IVR zones and IVR zone set. 

You see the Save Configuration dialog box. You can save the configuration of the master switch to be 
copied to other IVR-enabled switches. 

Step 11 Click Continue Activation, or click Cancel.

Step 12 Click Finish. 
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Note IVR NAT and IVR auto topology mode can be configured independently if you configure these features 
outside the IVR Zone Wizard. See “Configuring Basic Inter-VSAN Routing” on page 1-14.

Enabling IVR 
The IVR feature must be enabled in all border switches in the fabric that participate in the IVR. By 
default, this feature is disabled in all Cisco MDS 9000 Family switches. You can manually enable IVR 
on all required switches in the fabric or configure fabric-wide distribution of the IVR configuration. See 
“Distributing the IVR Configuration Using CFS” on page 1-16.

The configuration and verification commands for the IVR feature are only available when IVR is enabled 
on a switch. When you disable this configuration, all related configurations are automatically discarded.

Distributing the IVR Configuration Using CFS
IVR configuration distribution is disabled by default. For the feature to function correctly, you must 
enable it on all IVR-enabled switches in the network.

This section includes the following topics:

• Committing the Changes, page 1-16

• Discarding the Changes, page 1-16

• Clearing a Locked Session, page 1-16

Committing the Changes

If you commit the changes made to the active database, the configuration is committed to all the switches 
in the fabric. On a successful commit, the configuration change is applied throughout the fabric and the 
lock is released.

Discarding the Changes

If you discard (abort) the changes made to the pending database, the configuration database remains 
unaffected and the lock is released.

Clearing a Locked Session

If you have performed an IVR task and have forgotten to release the lock by either committing or 
discarding the changes, an administrator can release the lock from any switch in the fabric. If the 
administrator performs this task, your changes to the pending database are discarded and the fabric lock 
is released.

Tip The pending database is only available in the volatile directory and is subject to being discarded if the 
switch is restarted.
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Enabling IVR NAT and IVR Auto Topology Mode
This section describes how to enable IVR NAT and how to enable IVR auto topology mode.

Prerequisites

Before configuring an IVR SAN fabric to use IVR NAT and IVR auto topology mode, consider the 
following:

• Configure IVR only in the relevant switches. 

• Enable CFS for IVR on all switches in the fabric. You must first click the CFS tab in order for the 
other tabs on the dialog boxes to become available.

• Verify that all switches in the fabric are running Cisco MDS SAN-OS Release 2.1(1a) or later.

• Acquire a mandatory Enterprise License Package or SAN-EXTENSION license package if you have 
Cisco MDS SAN-OS Release 2.1(1a) or later and one active IPS card for this feature. For 
information on licensing, refer to the Cisco MDS 9000 Family NX-OS Licensing Guide.

• Enable IVR configuration distribution before configuring IVR auto topology mode (see 
“Distributing the IVR Configuration Using CFS” on page 1-16). Once IVR auto topology mode is 
enabled, you cannot disable IVR configuration distribution.

Restrictions

• If you change any FSPF link cost, ensure that the FSPF path distance (that is, the sum of the link 
costs on the path) of any IVR path is less than 30,000.

• The IVR over FCIP feature is bundled with the Cisco MDS 9216i Switch and does not require the 
SAN extension over IP package for the fixed IP ports on the supervisor module.

• IVR-enabled VSANs can be configured when the interop mode is enabled (any interop mode) or 
disabled (no interop mode). 

Detailed Steps

To enable IVR NAT and IVR auto topology mode, follow these steps:

Step 1 Expand All VSANs and then select IVR in the Logical Domains pane.

You see the inter-VSAN routing configuration in the Information pane.

Step 2 Select Enable from the Admin column drop-down menu for the primary switch.

Step 3 Click the Apply Changes icon to distribute this change to all switches in the fabric.

Step 4 Click the Action tab.

Step 5 Check the Enable IVR NAT check box to enable IVR in NAT mode.

Step 6 Check the Auto Discover Topology check box to enable IVR auto topology mode.

Step 7 Click the Apply Changes icon to enable IVR on the switches.
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Configuring IVR Zones and IVR Zone Sets

Restrictions

• Do not create a zone with the prefix IVRZ or a zone set with the name nozoneset. These names are 
created by the system and they are used for identifying IVR zones.

Detailed Steps

To create IVR zones and IVR zone sets, follow these steps:

Step 1 Choose Zone > IVR > Edit Local Full Zone Database.

You see the Edit IVR Local Full Zone Database dialog box for the selected VSAN.

If you want to view zone membership information, right-click in the Members column, and then click 
Show Details for the current row or all rows from the pop-up menu.

Step 2 Click Zones in the left pane and click the Insert icon to create a zone.

You see the Create IVR Zone dialog box.

Step 3 Enter an IVR zone name.

Step 4 Check one of the following check boxes:

a. Read Only—The zone permits read and denies write.

b. Permit QoS traffic with Priority—You set the priority from the drop-down menu.

Step 5 Click OK to create the IVR zone.

Step 6 To add members to this zone, select the members you want to add from the Fabric pane and click Add 
to Zone.

Step 7 Alternatively, click the zone where you want to add members and click the Insert icon.

You see the Add Member to Zone dialog box.

Step 8 If you added a zone set, select the new zone set and then click Activate.

You see the Save Configuration dialog box.

Step 9 Check the Save Running to Startup Configuration check box to save all changes to the startup 
configuration.

Step 10 Click Continue Activation to activate the zone set.

Note Sometimes zone names beginning with the prefix IVRZ and a zone set with the name nozoneset appear 
in a logical view. The zones with the prefix IVRZ are IVR zones that get appended to regular active 
zones. The prefix IVRZ is appended to active IVR zones by the system. Similarly, the zone set with the 
name nozoneset is an IVR active zone set created by the system if no active zone set is available for that 
VSAN and if the ivrZonesetActivateForce flag is enabled on the switch.

In the server.properties file, you can set the property zone.ignoreIVRZones to true or false to either hide 
or view IVR zones as part of regular active zones. For information on the server.properties file, refer to 
the Cisco DCNM Fundamentals Configuration Guide.
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Step 11 Select the new zone or zone set from the list in the Information pane, and then click Distribute.

Configuring IVR Zone with IVR CFS Regions
Detailed Steps

To create IVR zone with IVR CFS regions, follow these steps:

Step 1 Enable IVR on all the switches.  

An IVR CFS region should not be configured on the IVR-enabled switches at this point. 

Step 2 Choose Zone > IVR > Edit Local Full Zone Database.

You see the Edit IVR Local Full Zone Database dialog box for the selected VSAN.

Step 3 From the Regions drop-down menu, select the IVR Region ID.

Only the IVR-enabled switches should be included in these regions.

Step 4 In the left pane, click Zones and click the Insert icon to create a zone.

You see the Create IVR Zone dialog box.

Step 5 Enter an IVR zone name.

Step 6 Check one of the following check boxes:

a. Read Only—The zone permits read and denies write.

b. Permit QoS traffic with Priority—You set the priority from the drop-down menu.

Step 7 Click OK to create the IVR zone.

Step 8 To add members to this zone, select the members you want to add from the Fabric pane and click Add 
to Zone.

Step 9 Alternatively, click the zone where you want to add members and click the Insert icon.

You see the Add Member to Zone dialog box.

Step 10 If you added a zone set, select the new zone set and then click Activate.

You see the Save Configuration dialog box.

Step 11 Check the Save Running to Startup Configuration check box to save all changes to the startup 
configuration.

Step 12 Click Continue Activation to activate the zone set.

Note If the activation is performed on a switch with a CFS region ID, complete the activation on a single 
switch with commit. You can verify the activation status through SNMP trace.

If switches in a configured IVR CFS region do not have CFS enabled, you will receive an error message 
on activation.
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Configuring IVR CFS Regions with Enforced IVR Zone Set
Detailed Steps

To create an IVR zone with IVR CFS regions, follow these steps:

Step 1 Enable IVR on all the switches.  

An IVR CFS region should not be configured on the IVR-enabled switches at this point. 

Step 2 Choose Zone > IVR > Edit Local Full Zone Database.

You see the Edit IVR Local Full Zone Database dialog box for the selected VSAN.

Step 3 From the Regions drop-down menu, select the IVR Region ID.

Only the IVR-enabled switches should be included in these regions.

Step 4 In the left pane, click Zones and click the Insert icon to create a zone.

You see the Create IVR Zone dialog box.

Step 5 Create enforced IVR zones for each region. 

The logical pane VSAN tree shows a node for each enforced zone set per region under the IVR tree node.  
When you click the enforced zone tree node, the table in the right pane shows the enforced zones and 
zone members for the relevant IVR CFS region.  If zones in a region are either activated or deactivated, 
the VSAN tree dynamically updates itself.

Activating Zone Sets and Using the force Option
Once the zone sets have been created and populated, you must activate the zone set. When you activate 
an IVR zone set, IVR automatically adds an IVR zone to the regular active zone set of each edge VSAN. 
If a VSAN does not have an active zone set, IVR can only activate an IVR zone set using the force option, 
which causes IVR to create an active zone set called “nozoneset” and adds the IVR zone to that active 
zone set.

Caution If you deactivate the regular active zone set in a VSAN, the IVR zone set is also deactivated. This occurs 
because the IVR zone in the regular active zone set, and all IVR traffic to and from the switch, is stopped. 
To reactivate the IVR zone set, you must reactivate the regular zone set.

Note If IVR and iSLB are enabled in the same fabric, at least one switch in the fabric must have both features 
enabled. Any zoning-related configuration or activation operation (for normal zones, IVR zones, or iSLB 
zones) must be performed on this switch. Otherwise, traffic might be disrupted in the fabric.

You can also use the force activate option to activate IVR zone sets. Table 1-7 lists the various scenarios 
with and without the force activate option.
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Caution Using the force activate option of IVR zone set activation may cause traffic disruption, even for devices 
that are not involved in IVR. For example, if your configuration does not have any active zone sets and 
the default zone policy is permit, then an IVR zone set activation will fail. However, IVR zone set 
activation will be successful if the force activate option is used. Because zones are created in the edge 
VSANs corresponding to each IVR zone, traffic may be disrupted in edge VSANs where the default zone 
policy is permit.

Activating or Deactivating IVR Zone Sets

Restrictions

• To replace the active IVR zone set with a new IVR zone set without disrupting traffic, activate the 
new IVR zone set without deactivating the current active IVR zone set.

Detailed Steps

To activate or deactivate an existing IVR zone set, follow these steps:

Step 1 Click Zone and then select Edit Local Full Zone Database. 

You see the Edit Local Full Zone Database dialog box. 

Step 2 Select a Zoneset folder, and then click Activate to activate the zone set or click Deactivate to deactivate 
an activated zone set. 

You see the Save Configuration dialog box. 

Step 3 (Optional) Check one of the Save Running to Configuration check boxes to save these changes to the 
startup configuration.

Step 4 Click Continue Activation to activate the zone set or Yes if you are deactivating the zone set.

Table 1-7 IVR Scenarios with and without the Force Activate Option

Case

Default 
Zone 
Policy

Active Zone Set before IVR 
Zone Activation

Force 
Activate

Option 
Used?

IVR Zone Set 
Activation 
Status

Active IVR 
Zone 
Created?

Possible 
Traffic 
Disruption

1 Deny No active zone set No Failure No No

2 Yes Success Yes No

31

1. We recommend that you use the Case 3 scenario.

Deny Active zone set present No/Yes Success Yes No

4 Permit No active zone set 
or
Active zone set present

No Failure No No

5 Yes Success Yes Yes
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Note If you make any changes to the full zone set that results in a difference between the active zone 
set and full zone set, the active zone set in Edit Zone is shown in bold. Activating the zone set, 
unbolds it.

Configuring IVR Logging Severity Levels
You can configure Telnet or SSH logging for the IVR feature. For example, if you configure the IVR 
logging level at level 4 (warning), then messages with a severity level of 4 or above are displayed. Use 
the instructions in this section to configure the logging levels.

Detailed Steps

To configure the severity level for logging messages from the IVR feature, follow these steps:

Step 1 Expand Switches > Events, and then select Syslog from the Physical Attributes pane.

Step 2 Click the Severity Levels tab.

Step 3 Click the Facility column header to sort the table by facility name.

Step 4 Select the severity level at which the IVR logs system messages from the Severity drop-down menu.

Tip Setting the severity to warning means that all IVR messages at the warning level or above will 
be logged to DCNM-SAN.

Step 5 Click the Apply Changes icon to save these changes locally.

.

Monitoring Basic Inter-VSAN Routing Configuration
This section includes the following topics:

• Clearing an IVR fcdomain Database, page 1-22

• Recovering an IVR Full Zone Database, page 1-23

• Recovering an IVR Topology, page 1-23

• Resolving Database Merge Failures, page 1-24

Clearing an IVR fcdomain Database

Detailed Steps

To manually configure an IVR virtual domain, follow these steps:
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Step 1 Expand All VSANs and then select IVR in the Logical Domains pane. 

You see the IVR configuration in the Information pane.

Step 2 Click the Domains tab to display the existing IVR topology.

Step 3 Click the Create Row icon to create rows in the IVR topology. 

Step 4 Enter the Current Fabric, Current VSAN, Native Fabric, Native VSAN and Domain ID in the dialog box. 
These are the VSANs that will add the IVR virtual domains to the assigned domains list.

Step 5 Click Create to create this new row.

Recovering an IVR Full Zone Database
You can recover an IVR zone database by copying the IVR full zone database from another switch.

Detailed Steps

To recover an IVR zone database, follow these steps:

Step 1 Choose Zone > IVR > Edit Local Full Zone Database. 

You see the Edit IVR Local Full Zone Database dialog box.

Step 2 Choose Edit > Copy Full Zone Database. 

You see the Copy Full Zone Database dialog box.

Step 3 Choose either Active or Full, depending on which type of IVR database you want to copy.

Step 4 Select the source switch from which to copy the information from the drop-down list.

Step 5 Select the destination switch from the drop-down list.

Step 6 Click Copy to copy the database.

Recovering an IVR Topology
You can recover a topology by copying the active zone database or the full zone database.

Detailed Steps

To recover a zone topology, follow these steps:

Step 1 Choose Zone > IVR > Edit Local Full Zone Database. 

You see the Edit IVR Local Full Zone Database dialog box.

Step 2 Choose Edit > Copy Full Topology. 

You see the Copy Full Topology dialog box.

Step 3 Choose either Active or Full, depending on which type of IVR database you want to copy from.
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Step 4 Select the source switch from which to copy the information from the drop-down list.

Step 5 Select the destination switch from the drop-down list.

Step 6 Click Copy to copy the topology.

Resolving Database Merge Failures
If a merge failure occurs, you can use the following CLI commands to display the error conditions:

• show ivr merge status

• show cfs merge status name ivr

• show logging last lines (and look for MERGE failures)

To resolve merge failures, review the failure information indicated in the show command outputs, then 
find the scenario in this list that relates to the failure and follow the troubleshooting instructions:

• If the failure is due to exceeding the maximum configuration limits in a fabric where the switches 
are running more than one Cisco SAN-OS or NX-OS release, then either upgrade the switches 
running the earlier release or reduce the number of IVR zones and IVR zone members on the 
switches running the more recent release to the earlier release limit (see “IVR Configuration Limits” 
on page 1-4).

• If the failure is due to exceeding maximum limits in a fabric where all switches are running the same 
Cisco SAN-OS or NX-OS release, identify the switch that has the correct configuration and perform 
a CFS commit to distribute the IVR configuration. See “Distributing the IVR Configuration Using 
CFS” on page 1-16 and “Autonomous Fabric IDs” on page 2-2.

• For other failures, resolve the error causing the merge failure on the switch that has the correct 
configuration and perform a CFS commit to distribute the IVR configuration. See “Distributing the 
IVR Configuration Using CFS” on page 1-16 and “Autonomous Fabric IDs” on page 2-2.

Note After a successful CFS commit, the merge will be successful.

Where to Go Next
After setting up a basic IVR configuration, see Chapter 2, “Configuring Advanced Inter-VSAN 
Routing,” if you need to set up any advanced IVR configurations.
1-24
Inter-VSAN Routing Configuration Guide, Cisco DCNM for SAN

OL-25134-01, Cisco DCNM for SAN Release 5.x


	Configuring Basic Inter-VSAN Routing
	Information About Basic Inter-VSAN Routing
	IVR Overview
	IVR Features
	IVR Terminology
	IVR Configuration Limits
	IVR CFS Distribution
	Database Implementation
	Locking the Fabric

	Fibre Channel Header Modifications
	IVR Network Address Translation
	IVR VSAN Topology
	IVR Virtual Domains
	IVR Zones
	Automatic IVR Zone Creation
	IVR Interoperability

	Guidelines and Limitations
	IVR NAT Requirements and Guidelines
	Transit VSAN Guidelines
	Border Switch Guidelines

	IVR Zone Limits and Image Downgrading Guidelines
	Database Merge Guidelines

	Default Settings
	Configuring Basic Inter-VSAN Routing
	Task Flow for Configuring Basic Inter-VSAN Routing
	Configuring IVR and IVR Zones Using the IVR Zone Wizard
	Enabling IVR
	Distributing the IVR Configuration Using CFS
	Committing the Changes
	Discarding the Changes
	Clearing a Locked Session

	Enabling IVR NAT and IVR Auto Topology Mode
	Configuring IVR Zones and IVR Zone Sets

	Configuring IVR Zone with IVR CFS Regions
	Configuring IVR CFS Regions with Enforced IVR Zone Set
	Activating Zone Sets and Using the force Option
	Activating or Deactivating IVR Zone Sets
	Configuring IVR Logging Severity Levels

	Monitoring Basic Inter-VSAN Routing Configuration
	Clearing an IVR fcdomain Database
	Recovering an IVR Full Zone Database
	Recovering an IVR Topology
	Resolving Database Merge Failures

	Where to Go Next



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


