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New and Changed Information

As of Cisco Fabric Manager Release 5.0(1a), software configuration information is available in new
feature-specific configuration guides for the following information:

e System management

e Interfaces

e Fabric

¢ Quality of service

e Security

e P services

e High availability and redundancy

The information in these new guides previously existed in the Cisco MDS 9000 Family CLI
Configuration Guide and in the Cisco MDS 9000 Family Fabric Manager Configuration Guide. Those
configuration guides remain available on Cisco.com and should be used for all software releases prior
to Fabric Manager Release 5.0(1a). Each guide addresses the features introduced in or available in a
particular release. Select and view the configuration guide that pertains to the software installed in your
switch.

Some information from the Cisco MDS 9000 Family CLI Configuration Guide and the Cisco MDS 9000
Family Fabric Manager Configuration Guide now appears in the following guides that are common
among products that run the \ operating system:

e Cisco NX-OS Licensing Guide — Explains the licensing model and describes the feature licenses.

e Cisco NX-OS Fundamentals Guide — Describes the switch setup utility and includes general CLI,
file system, and configuration information.

For a complete list of document titles, see the list of Related Documentation in the “Preface.”

To find additional information about Cisco Fabric Manager Release 5.0(1a), see the Cisco MDS 9000
Family Release Notes available at the following Cisco Systems website:

http://www.cisco.com/en/US/products/ps5989/prod_release_notes_list.htm

About This Guide

The information in the new Cisco Fabric Manager Security Configuration Guide previously existed in
Part 5: Security of the Cisco MDS 9000 Family Fabric Manager Configuration Guide.

Table 1 lists the New and Changed features for this guide, starting with Fabric Manager Release 5.0(1a).

| oL-20596-01
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Table 1

New and Changed Features for Cisco Fabric Manager Release 5.0(1a)

Feature

New or Changed Topics

Changed in Release

Where Documented

Changes to SSH

Boot Mode SSH, Passwordfree
File copy and SSH

5.0(1a)

Chapter 3, “Configuring SSH
Services.”

Role Distributions Enabling Role-Based 5.0(1a) Chapter 3, “Role Distributions.”
Configuration Distribution
Switch AAA Configuring Fallback Mechanism |5.0(1a) Chapter 4, “Switch AAA
Functionalities for Authentication, Configuring Functionalities.”
AAA Server Monitoring
Parameters Globally
Configuring TACACS+ |CHAP Authentication 5.0(1a) Chapter 4, “Configuring TACACS+
Server Monitoring Server Monitoring Parameters.”
Parameters
OTP Authentication One Time Password Support 5.0(1a) Chapter 4, “Configuring TACACS+
Server Monitoring Parameters.”
Creating Users Caution has been changed 5.0(1a) Chapter 3, “Creating Users
Guidelines Guidelines.”
Merge Guidelines for TACACS test parameters have to |5.0(1a) Chapter 4, “Merge Guidelines for
RADIUS and TACACS+ |be distributed via CFS a note has RADIUS and TACACS+
Configurations been changed Configurations.”
AAA Service Note has been changed 5.0(1a) Chapter 4, “AAA Service

Configuration Options

Configuration Options.”

[l Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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This preface describes the audience, organization, and conventions of the Cisco Fabric Manager
Security Configuration Guide. It also provides information on how to obtain related documentation.

This guide is for experienced network administrators who are responsible for configuring and
maintaining the Cisco MDS 9000 Family of multilayer directors and fabric switches.

Document Organization

This document is organized as folows:

Chapter Title Description

Chapter 1 Security Overview Provides an overview of the security features
supported by the Cisco MDS 9000 Family
NX-OS software.

Chapter 2 Configuring FIPS Describes the configuration guidelines for
FIPS and also how to enable FIPS mode and
how to conduct FIPS self-tests.

Chapter 3 Configuring Users and Common Describes how to configure users and common

Roles roles.
Chapter 4 Configuring Security Features on an |Describes the AAA parameters, user profiles,
External AAA Server and RADIUS authentication security options
provided in all switches in the Cisco MDS 9000
Family and provides configuration information
for these options.
Chapter 5 Configuring IPv4 and IPv6 Access Describes the IPv4 static routing feature and its
Control Lists use to route traffic between VSANS.
Chapter 6 Configuring Certificate Authorities Describes how to interoperate with Certificate

and Digital Certificates

Authorities (CAs) and use digital certificates
for secure, scalable communication.

| oL-20596-01
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Chapter Title Description

Chapter 7 Configuring IPsec Network Security |Provides details on the digital certificates, IP
Security Protocol (IPsec) open standards, and
the Internet Key Exchange (IKE) protocol that
it uses to handle protocol and algorithm
negotiation.

Chapter 8 Configuring FC-SP and DHCHAP Describes the DHCHAP protocol, an FC-SP
protocol, that provides authentication between

Cisco MDS 9000 Family switches and other
devices.

Chapter 9 Configuring Port Security Provides details on port security features that
can prevent unauthorized access to a switch
port in the Cisco MDS 9000 Family.

Chapter 10 Configuring Fabric Binding Describes the fabric binding security feature
for VSANSs, which ensures that ISLs are only
enabled between specific switches.

Chapter 11 Configuring Cisco TrustSec Fibre Describes how the switch allows IP hosts to
Channel Link Encryption access Fibre Channel storage using the iSCSI
protocol.

Document Conventions

Command descriptions use these conventions:

boldface font Commands and keywords are in boldface.

italic font Arguments for which you supply values are in italics.

[ 1 Elements in square brackets are optional.

[xlylz] Optional alternative keywords are grouped in brackets and separated by
vertical bars.

Screen examples use these conventions:

screen font Terminal sessions and information the switch displays are in screen font.

boldface screen font |[nformation you must enter is in boldface screen font.

italic screen font Arguments for which you supply values are in italic screen font.

< > Nonprinting characters, such as passwords, are in angle brackets.

[] Default responses to system prompts are in square brackets.

I An exclamation point (!) or a pound sign (#) at the beginning of a line of code
indicates a comment line.

This document uses the following conventions:

~

Note = Means reader fake note. Notes contain helpful suggestions or references to material not covered in the
manual.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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A

Caution  Means reader be careful. In this situation, you might do something that could result in equipment
damage or loss of data.

Related Documentation

The documentation set for the Cisco MDS 9000 Family includes the following documents. To find a
document online, use the Cisco MDS NX-OS Documentation Locator at:

http://www.cisco.com/en/US/docs/storage/san_switches/mds9000/roadmaps/doclocater.htm

Release Notes

e Cisco MDS 9000 Family Release Notes for Cisco MDS NX-OS Releases

e Cisco MDS 9000 Family Release Notes for MDS SAN-OS Releases

e Cisco MDS 9000 Family Release Notes for Storage Services Interface Images
e Cisco MDS 9000 Family Release Notes for Cisco MDS 9000 EPLD Images

e Release Notes for Cisco MDS 9000 Family Fabric Manager

Regulatory Compliance and Safety Information

e Regulatory Compliance and Safety Information for the Cisco MDS 9000 Family

Compatibility Information

e Cisco Data Center Interoperability Support Matrix

e Cisco MDS 9000 NX-OS Hardware and Software Compatibility Information and Feature Lists
e (Cisco MDS NX-OS Release Compatibility Matrix for Storage Service Interface Images

e Cisco MDS 9000 Family Switch-to-Switch Interoperability Configuration Guide

e Cisco MDS NX-OS Release Compatibility Matrix for IBM SAN Volume Controller Software for
Cisco MDS 9000

e Cisco MDS SAN-OS Release Compatibility Matrix for VERITAS Storage Foundation for Networks
Software

Hardware Installation

e Cisco MDS 9500 Series Hardware Installation Guide
e Cisco MDS 9200 Series Hardware Installation Guide
e Cisco MDS 9100 Series Hardware Installation Guide
e Cisco MDS 9124 and Cisco MDS 9134 Multilayer Fabric Switch Quick Start Guide

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Software Installation and Upgrade

Cisco NX-0S

Cisco MDS 9000 NX-OS Release 4.1(x) and SAN-OS 3(x) Software Upgrade and Downgrade Guide
Cisco MDS 9000 Family Storage Services Interface Image Install and Upgrade Guide
Cisco MDS 9000 Family Storage Services Module Software Installation and Upgrade Guide

Cisco MDS 9000 Family NX-OS Licensing Guide

Cisco MDS 9000 Family NX-OS Fundamentals Configuration Guide

Cisco MDS 9000 Family NX-OS System Management Configuration Guide

Cisco MDS 9000 Family NX-OS Interfaces Configuration Guide

Cisco MDS 9000 Family NX-OS Fabric Configuration Guide

Cisco MDS 9000 Family NX-OS Quality of Service Configuration Guide

Cisco MDS 9000 Family NX-OS Security Configuration Guide

Cisco MDS 9000 Family NX-OS IP Services Configuration Guide

Cisco MDS 9000 Family NX-OS Intelligent Storage Services Configuration Guide
Cisco MDS 9000 Family NX-OS High Availability and Redundancy Configuration Guide
Cisco MDS 9000 Family NX-OS Inter-VSAN Routing Configuration Guide

Cisco Fabric Manager

Cisco Fabric Manager Fundamentals Configuration Guide

Cisco Fabric Manager System Management Configuration Guide

Cisco Fabric Manager Interfaces Configuration Guide

Cisco Fabric Manager Fabric Configuration Guide

Cisco Fabric Manager Quality of Service Configuration Guide

Cisco Fabric Manager Security Configuration Guide

Cisco Fabric Manager IP Services Configuration Guide

Cisco Fabric Manager Intelligent Storage Services Configuration Guide
Cisco Fabric Manager High Availability and Redundancy Configuration Guide
Cisco Fabric Manager Inter-VSAN Routing Configuration Guide

Cisco Fabric Manager Online Help

Cisco Fabric Manager Web Services Online Help

Command-Line Interface

Cisco MDS 9000 Family Command Reference
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Intelligent Storage Networking Services Configuration Guides

Cisco MDS 9000 I/0 Acceleration Configuration Guide

Cisco MDS 9000 Family SANTap Deployment Guide

Cisco MDS 9000 Family Data Mobility Manager Configuration Guide
Cisco MDS 9000 Family Storage Media Encryption Configuration Guide
Cisco MDS 9000 Family Secure Erase Configuration Guide

Cisco MDS 9000 Family Cookbook for Cisco MDS SAN-OS

Troubleshooting and Reference

Cisco NX-OS System Messages Reference

Cisco MDS 9000 Family NX-OS Troubleshooting Guide

Cisco MDS 9000 Family NX-OS MIB Quick Reference

Cisco MDS 9000 Family NX-OS SMI-S Programming Reference
Cisco MDS 9000 Family Fabric Manager Server Database Schema

Obtaining Documentation and Submitting a Service Request

For information on obtaining documentation, submitting a service request, and gathering additional
information, see the monthly What’s New in Cisco Product Documentation, which also lists all new and
revised Cisco technical documentation, at:

http://www.cisco.com/en/US/docs/general/whatsnew/whatsnew.html

Subscribe to the What’s New in Cisco Product Documentation as a Really Simple Syndication (RSS) feed
and set content to be delivered directly to your desktop using a reader application. The RSS feeds are a free
service and Cisco currently supports RSS Version 2.0.
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Security Overview

The Cisco MDS 9000 NX-OS software supports advanced security features that provide security within
a Storage Area Network (SAN). These features protect your network against deliberate or unintentional
disruptions from internal or external threats.

This chapter includes the following sections:
e FIPS, page 1-1
e Users and Common Roles, page 1-1
e RADIUS and TACACS+, page 1-2
e [P ACLs, page 1-2
e PKI, page 1-2
e [IPsec, page 1-3
e FC-SP and DHCHAP, page 1-3
e Port Security, page 1-3
e Fabric Binding, page 1-3
e TrustSec Fibre Channel Link Encryption, page 1-4

FIPS

The Federal Information Processing Standards (FIPS) Publication 140-2, Security Requirements for
Cryptographic Modules, details the U.S. government requirements for cryptographic modules. FIPS
140-2 specifies that a cryptographic module should be a set of hardware, software, firmware, or some
combination that implements cryptographic functions or processes, including cryptographic algorithms
and, optionally, key generation, and is contained within a defined cryptographic boundary. FIPS
specifies certain crypto algorithms as secure, and it also identifies which algorithms should be used if a
cryptographic module is to be called FIPS compliant.

For more information on configuring FIPS, see Chapter 2, “Configuring FIPS.”

Users and Common Roles

Role-based authorization limits access to switch operations by assigning users to roles. All management
access within the Cisco MDS 9000 Family is based upon roles. Users are restricted to performing the
management operations that are explicitly permitted, by the roles to which they belong.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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For information on configuring users and common roles, see Chapter 3, “Configuring Users and
Common Roles.”

RADIUS and TACACS+

The authentication, authorization, and accounting (AAA) feature verifies the identity of, grants access
to, and tracks the actions of users managing a switch. All Cisco MDS 9000 Family switches use RADIUS
and TACACS+ protocols to provide solutions using remote AAA servers. This security feature provides
a centralized user account management capability for AAA servers.

AAA uses security protocols to administer its security functions. If your router or access server is acting
as a network access server, then the communication between your network access server and the
RADIUS or TACACS+ security server is through AAA.

The chapters in this guide describe the following features:

e Switch management—A management security system that provides security to all management
access methods, including the command-line interface (CLI) or Simple Network Management
Protocol(SNMP).

e Switch AAA functionalities—A function by which you can configure AAA switch functionalities
on any switch in the Cisco MDS 9000 Family, using the command-line interface (CLI) or Simple
Network Management Protocol (SNMP).

e RADIUS—A distributed client and server system implemented through AAA that secures networks
against unauthorized access. In the Cisco implementation, RADIUS clients run on Cisco routers and
send authentication requests to a central RADIUS server that contains all user authentication and
network service access information.

¢ TACACS+—A security application implemented through AAA that provides a centralized
validation of users who are attempting to gain access to a router or network access server. TACACS+
services are maintained in a database on a TACACS+ daemon that typically runs on a UNIX or
Windows NT workstation. TACACS+ provides for separate and modular authentication,
authorization, and accounting facilities.

For information on configuring RADIUS and TACACS+, see Chapter 4, “Configuring Security Features
on an External AAA Server”.

IP ACLs

IP access control lists (ACLs) provide basic network security on the out-of-band management Ethernet
interface and the in-band IP management Interface. The Cisco MDS 9000 Family switches use IP ACLs
to restrict traffic from unknown and untrusted sources and restrict network use based on user identity or
device type.

For information on configuring IP ACLs, see Chapter 5, “Configuring IPv4 and IPv6 Access Control
Lists”.

PKI

The Public Key Infrastructure (PKI) allows an MDS 9000 switch to obtain and use digital certificates
for secure communication in the network. PKI support provides manageability and scalability for
applications, such as IPsec, IKE, and SSH, that support digital certificates.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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IPsec

For information on configuring PKI, see Chapter 6, “Configuring Certificate Authorities and Digital
Certificates.”

IP Security (IPsec) protocol is a framework of open standards by the Internet Engineering Task Force
(IETF) that provides data confidentiality, data integrity, and data origin authentication between
participating peers. IPsec provides security services at the IP layer, including protecting one or more data
flows between a pair of hosts, a pair of security gateways, or a security gateway and a host.

For information on configuring IPsec, see Chapter 7, “Configuring IPsec Network Security.”

FC-SP and DHCHAP

Fibre Channel Security Protocol (FC-SP) capabilities provide switch to switch and hosts to switch
authentication to overcome security challenges for enterprise-wide fabrics. Diffie-Hellman Challenge
Handshake Authentication Protocol (DHCHAP) is an FC-SP protocol that provides authentication
between Cisco MDS 9000 Family switches and other devices. DHCHAP consists of the CHAP protocol
combined with the Diffie-Hellman exchange.

With FC-SP, switches, storage devices, and hosts are able to prove their identity through a reliable and
manageable authentication mechanism. With FC-SP, Fibre Channel traffic can be secured on a
frame-by-frame basis to prevent snooping and hijacking, even over untrusted links. A consistent set of
policies and management actions are propagated through the fabric to provide a uniform level of security
across the entire fabric.

For more information on configuring FS-SP and DHCHAP, see Chapter 8, “Configuring FC-SP and
DHCHAP.”

Port Security

The port security feature prevents unauthorized access to a switch port by binding specific world-wide
names (WWNs) that have access to one or more given switch ports.

When port security is enabled on a switch port, all devices connecting to that port must be in the port
security database and must be listed in the database as bound to a given port. If both of these criteria are
not met, the port will not achieve an operationally active state and the devices connected to the port will
be denied access to the SAN.

For information on configuring port security, see Chapter 9, “Configuring Port Security.”

Fabric Binding

The fabric binding feature ensures Inter-Switch Links (ISLs) are enabled only between specified
switches in the fabric binding configuration. This feature helps prevent unauthorized switches from
joining the fabric or disrupting the current fabric operations. This feature uses the Exchange Fabric
Membership Data (EEMD) protocol to ensure that the list of authorized switches is identical in all of the
switches in a fabric.

For information on configuring fabric binding, see Chapter 10, “Configuring Fabric Binding.”
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TrustSec Fibre Channel Link Encryption

Cisco TrustSec Fibre Channel Link Encryption is an extension of the Fibre Channel-Security Protocol
(FC-SP) feature and uses the existing FC-SP architecture to provide integrity and confidentiality of
transactions. Encryption is added to the peer authentication capability to provide security and prevent
unwanted traffic interception. Peer authentication is implemented according to the FC-SP standard using
the Diffie-Hellman Challenge Handshake Authentication Protocol (DHCHAP) protocol.

For information on configuring TrustSec Fibre Channel Link Encryption, see Chapter 11, “Configuring
Cisco TrustSec Fibre Channel Link Encryption.”

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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CHAPTERZ

Configuring FIPS

The Federal Information Processing Standards (FIPS) Publication 140-2, Security Requirements for
Cryptographic Modules, details the U.S. government requirements for cryptographic modules. FIPS
140-2 specifies that a cryptographic module should be a set of hardware, software, firmware, or some
combination that implements cryptographic functions or processes, including cryptographic algorithms
and, optionally, key generation, and is contained within a defined cryptographic boundary.

FIPS specifies certain crypto algorithms as secure, and it also identifies which algorithms should be used
if a cryptographic module is to be called FIPS compliant.

Cisco MDS SAN-OS Release 3.1(1) and NX-OS Release 4.1(1b) or later implements FIPS features and
is currently in the certification process with the U.S. government, but it is not FIPS compliant at this
time.

This chapter includes the following sections:
e Configuration Guidelines, page 2-1
e Enabling FIPS Mode, page 2-2
e FIPS Self-Tests, page 2-3

Configuration Guidelines

Follow these guidelines before enabling FIPS mode:
e Make your passwords a minimum of eight characters in length.
¢ Disable Telnet. Users should log in using SSH only.

e Disable remote authentication through RADIUS/TACACS+. Only users local to the switch can be
authenticated.

e Disable SNMP v1 and v2. Any existing user accounts on the switch that have been configured for
SNMPv3 should be configured only with SHA for authentication and AES/3DES for privacy.

e Disable VRRP.

¢ Delete all IKE policies that either have MDS5 for authentication or DES for encryption. Modify the
policies so they use SHA for authentication and 3DES/AES for encryption.

e Delete all SSH Server RSA1 key-pairs.
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Enabling FIPS Mode

Step 1

Step 2
Step 3
Step 4

Step 1

Step 2
Step 3

To enable FIPS mode using Fabric Manager, follow these steps:

Expand Switches from the Physical Attributes pane. Expand Security and then select FIPS.

You see the FIPS activation details in the Information pane as shown in Figure 2-1.

Figure 2-1
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Check the ModeActivation check box next to the switch for which you want to enable FIPS mode.

Click Apply Changes to commit and distribute these changes.

Click Undo Changes to discard any unsaved changes.

To enable FIPS mode using Device Manager, follow these steps:

Choose Physical > System or right-click and select Configure.

You see the System dialog box as shown in Figure 2-2.

Figure 2-2
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Check the FIPSModeActivation check box to enable FIPS mode on the selected switch.

Click Apply to save the changes.
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Step 4

Click Close to close the dialog box.

FIPS Self-Tests

~

Note

A cryptographic module must perform power-up self-tests and conditional self-tests to ensure that it is
functional.

FIPS power-up self-tests automatically run when FIPS mode is enabled by entering the fips mode enable
command. A switch is in FIPS mode only after all self-tests are successfully completed. If any of the
self-tests fail, then the switch is rebooted.

Power-up self-tests run immediately after FIPS mode is enabled. A cryptographic algorithm test using a
known answer must be run for all cryptographic functions for each FIPS 140-2-approved cryptographic
algorithm implemented on the Cisco MDS 9000 Family.

Using a known-answer test (KAT), a cryptographic algorithm is run on data for which the correct output
is already known, and then the calculated output is compared to the previously generated output. If the
calculated output does not equal the known answer, the known-answer test fails.

Conditional self-tests must be run when an applicable security function or operation is invoked. Unlike
the power-up self-tests, conditional self-tests are executed each time their associated function is
accessed.

Conditional self-tests include the following:
e Pair-wise consistency test—This test is run when a public-private key-pair is generated.
e Continuous random number generator test—This test is run when a random number is generated.

Both of these tests automatically run when a switch is in FIPS mode.

[ oL-20596-01
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CHAPTER

Configuring Users and Common Roles

The CLI and SNMP use common roles in all switches in the Cisco MDS 9000 Family. You can use the
CLI to modify a role that was created using SNMP and vice versa.

Users, passwords, and roles for all CLI and SNMP users are the same. A user configured through the
CLI can access the switch using SNMP (for example, the Fabric Manager or the Device Manager) and
vice versa.

This chapter includes the following sections:
e Role-Based Authorization, page 3-1
¢ Role Distributions, page 3-7
e Configuring Common Roles, page 3-10
¢ Configuring User Accounts, page 3-12
e Configuring SSH Services, page 3-16
e Recovering the Administrator Password, page 3-21

e Default Settings, page 3-22

Role-Based Authorization

Switches in the Cisco MDS 9000 Family perform authentication based on roles. Role-based
authorization limits access to switch operations by assigning users to roles. This kind of authentication
restricts you to management operations based on the roles to which you have been added.

When you execute a command, perform command completion, or obtain context-sensitive help, the
switch software allows the operation to progress if you have permission to access that command.

This section includes the following topics:
e About Roles, page 3-2
¢ Configuring Roles and Profiles, page 3-2
e Deleting Common Roles, page 3-3
e Configuring Rules and Features for Each Role, page 3-3
e Modifying Rules, page 3-4
e Configuring the VSAN Policy, page 3-5
e Modifying the VSAN Policy, page 3-6
e Displaying Role-Based Information, page 3-7
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About Roles

Each role can contain multiple users and each user can be part of multiple roles. For example, if rolel
users are only allowed access to configuration commands, and role2 users are only allowed access to
debug commands, then if Joe belongs to both rolel and role2, he can access configuration as well as
debug commands.

Note  If you belong to multiple roles, you can execute a union of all the commands permitted by these roles.
Access to a command takes priority over being denied access to a command. For example, suppose you
belong to a TechDocs group and you were denied access to configuration commands. However, you also
belong to the engineering group and have access to configuration commands. In this case, you will have
access to configuration commands.

Tip Any role, when created, does not allow access to the required commands immediately. The administrator
must configure appropriate rules for each role to allow access to the required commands.

Configuring Roles and Profiles
~

Note  Only users belonging to the network-admin role can create roles.

To create an additional role or to modify the profile for an existing role using Fabric Manager, follow
these steps:

Step1  Expand Switches > Security and then select Users and Roles from the Physical Attributes pane.
Step2  Click the Roles tab in the Information pane.

You see the information as shown in Figure 3-1

Figure 3-1 Roles Tab in Users and Roles Screen
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Step3  Click Create Row to create a role in Fabric Manager.
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Step 4
Step 5
Step 6
Step 7

Step 8

Note

You see the Create Roles dialog box in Figure 3-2.

Figure 3-2 Create Roles Dialog Box

@ ISAN/Fabric sw172-22-46-233/Switches/Secu... [X]
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Select the switches on which to configure a role.
Enter the name of the role in the Name field.
Enter the description of the role in the Description field.

(Optional) Check the Enable check box to enable the VSAN scope and enter the list of VSANSs in the
Scope field to which you want to restrict this role.

Click Create to create the role.

Device Manager automatically creates six roles that are required for Device Manager to display a view
of a switch. These roles are system, snmp, module, interface, hardware, and environment.

Deleting Common Roles

Step 1
Step 2
Step 3
Step 4
Step 5

To delete a common role using Fabric Manager, follow these steps:

Expand Switches > Security and then select Users and Roles from the Physical Attributes pane.
Click the Roles tab in the Information pane.

Click the role you want to delete.

Click Delete Row to delete the common role.

Click Yes to confirm the deletion or No to cancel it.

Configuring Rules and Features for Each Role

Up to 16 rules can be configured for each role. These rules reflect what CLI commands are allowed. The
user-specified rule number determines the order in which the rules are applied. For example, rule 1 is
applied before rule 2, which is applied before rule 3, and so on. A user not belonging to the
network-admin role cannot perform commands related to roles.

For example, if user A is permitted to perform all show CLI commands, user A cannot view the output
of the show role CLI command if user A does not belong to the network-admin role.
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Note

A rule specifies operations that can be performed by a specific role. Each rule consists of a rule number,
a rule type (permit or deny), a CLI command type (for example, config, clear, show, exec, debug), and
an optional feature name (for example, FSPF, zone, VSAN, fcping, or interface).

In this case, exec CLI commands refer to all commands in the EXEC mode that are not included in the
show, debug, and clear CLI command categories.

Modifying Rules

Step 1

Step 2
Step 3

To modify the rules for an existing role using Device Manager, follow these steps:

Choose Security > Roles.

You see the Roles dialog box shown in Figure 3-3.

Figure 3-3 Roles Dialog Box in Device Manager
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Click the role for which you want to edit the rules.
Click Rules to view the rules for the role.

You see the Edit Role Rules dialog box shown in Figure 3-4.
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Step 4
Step 5

Note

Figure 3-4 Edit Role Rules Dialog Box
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Rule 1 is applied first, thus permitting, for example, sangroup users access to all config CLI commands.
Rule 2 is applied next, denying FSPF configuration to sangroup users. As a result, sangroup users can
perform all other config CLI commands, except fspf CLI configuration commands.

The order of rule placement is important. If you had swapped these two rules and issued the deny config
feature fspf rule first and issued the permit config rule next, you would be allowing all sangroup users
to perform all configuration commands because the second rule globally overrode the first rule.

Configuring the VSAN Policy

Configuring the VSAN policy requires the ENTERPRISE_PKG license (For more information, see
Cisco MDS 9000 Family NX-OS Licensing Guide).
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Note

Tip

You can configure a role so that it only allows tasks to be performed for a selected set of VSANs. By
default, the VSAN policy for any role is permit, which allows tasks to be performed for all VSANSs. You
can configure a role that only allows tasks to be performed for a selected set of VSANs. To selectively
allow VSANS for a role, set the VSAN policy to deny, and then set the configuration to permit or the
appropriate VSANSs.

Users configured in roles where the VSAN policy is set to deny cannot modify the configuration for E
ports. They can only modify the configuration for F or FL ports (depending on whether the configured
rules allow such configuration to be made). This is to prevent such users from modifying configurations
that may impact the core topology of the fabric.

Roles can be used to create VSAN administrators. Depending on the configured rules, these VSAN
administrators can configure MDS features (for example, zone, fcdomain, or VSAN properties) for their
VSANs without affecting other VSANSs. Also, if the role permits operations in multiple VSANS, then the
VSAN administrators can change VSAN membership of F or FL ports among these VSANSs.

Users belonging to roles in which the VSAN policy is set to deny are referred to as VSAN-restricted
users.

Modifying the VSAN Policy

Step 1
Step 2
Step 3

Step 4
Step 5

To modify the VSAN policy for an existing role using Fabric Manager, follow these steps:

Expand Switches > Security and then select Users and Roles from the Physical Attributes pane.
Click the Roles tab in the Information pane.

Check the Scope Enable check box if you want to enable the VSAN scope and restrict this role to a
subset of VSANS.

Enter the list of VSANSs in the Scope VSAN Id List field that you want to restrict this role to.

Click Apply Changes to save these changes.
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Displaying Role-Based Information

The rules are displayed by rule number and are based on each role. All roles are displayed if the role
name is not specified.

To view rules for a role using Device Manager, follow these steps:

Step1  Click Security > Roles.
You see the Roles dialog box.
Step2  Select a role name and click Rules.
You see the Rules dialog box.

Step3  Click Summary to get a summarized view of the rules configured for this role.

Role Distributions

Role-based configurations use the Cisco Fabric Services (CFS) infrastructure to enable efficient
database management, and to provide a single point of configuration for the entire fabric.

The following configurations are distributed:
¢ Role names and descriptions
e List of rules for the roles
e VSAN policy and the list of permitted VSANSs
This section includes the following topics:
e About Role Databases, page 3-7
e Locking the Fabric, page 3-8
e Committing Role-Based Configuration Changes, page 3-8
e Discarding Role-Based Configuration Changes, page 3-9
e Enabling Role-Based Configuration Distribution, page 3-9
e (Clearing Sessions, page 3-9
e Database Merge Guidelines, page 3-9
e Displaying Roles When Distribution is Enabled, page 3-10

About Role Databases

Role-based configurations use two databases to accept and implement configurations.
e Configuration database—The running database currently enforced by the fabric.

e Pending database—Your subsequent configuration changes are stored in the pending database. If
you modify the configuration, you need to commit or discard the pending database changes to the
configuration database. The fabric remains locked during this period. Changes to the pending
database are not reflected in the configuration database until you commit the changes.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Locking the Fabric

The first action that modifies the database creates the pending database and locks the feature in the entire
fabric. Once you lock the fabric, the following situations apply:

e No other user can make any configuration changes to this feature.

e A copy of the configuration database becomes the pending database along with the first change.

Committing Role-Based Configuration Changes

Step 1
Step 2

Step 3
Step 4
Step 5
Step 6

If you commit the changes made to the pending database, the configuration is committed to all the
switches in the fabric. On a successful commit, the configuration change is applied throughout the fabric
and the lock is released. The configuration database now contains the committed changes and the
pending database is now cleared.

To commit role-based configuration changes using Fabric Manager, follow these steps:

Expand Switches > Security and then select Users and Roles in the Physical Attributes pane.
Click the Roles CFS tab in the Information pane.

You see the screen shown in Figure 3-5.

Figure 3-5 Roles CFS Tab
Jeaewros@ds
Roles CFS | Roles Communities || Global
Feature Feature  Global Canfig Last Last Lock Owner  Lock Owner  Merge
Switch Admin Oper State Action Command | Result  Switch User Mame Status | Master | Scope
V-172,22.31.184 noSelection disabled  |disable noSelection FcFabric ipMetwork
v-188 noSelection enabled  lenable  |noselection Failure. .. FcFahric ipMetwork.
v-185 nioSelection enabled  |enable noSelkection Failure. .. FeFabric ipMetwork

FeFabric ipNetwork.
FeFabric iphetwork,

v-130 naSelection enabled  |enable  jnoSelection Failure. ..
186 noSelection enabled  |enable noSelection Failure. ..
sw-139 noSelection disabled  |disable  jnoselection FcFabric ipMetwork.

OO=O

240482

Set the Global drop-down menu to enable to enable CFS.
Click the Apply Changes icon to save this change.
Set the Config Action drop-down menu to commit to commit the roles using CFS.

Click the Apply Changes icon to save this change.
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Discarding Role-Based Configuration Changes

If you discard (abort) the changes made to the pending database, the configuration database remains
unaffected and the lock is released.

To discard role-based configuration changes using Fabric Manager, follow these steps:

Step1  Expand Switches > Security and then select Users and Roles in the Physical Attributes pane.
Step2  Click the Roles CFS tab in the Information pane.
Step3  Set the Config Action drop-down menu to abort to discard any uncommitted changes.

Step4  Click the Apply Changes icon to save this change.

Enabling Role-Based Configuration Distribution

To enable role-based configuration distribution using Fabric Manager, follow these steps:

Step 1 Expand Switches > Security and then select Users and Roles in the Physical Attributes pane.
Step2  Click the Roles CFS tab in the Information pane.

Step3  Set the Global drop-down menu to enable to enable CFS distribution.

Step4  Click the Apply Changes icon to save this change.

Clearing Sessions

To forcibly clear the existing role session in the fabric using Fabric Manager, follow these steps:

Step1  Expand Switches > Security and then select Users and Roles in the Physical Attributes pane.
Step2  Click the Roles CFS tab in the Information pane.
Step3  Set the Config Action drop-down menu to clear to clear the pending database.

Step4  Click the Apply Changes icon to save this change.

A

Caution  Any changes in the pending database are lost when you clear a session.

Database Merge Guidelines

Fabric merge does not modify the role database on a switch. If two fabrics merge, and the fabrics have
different role databases, the software generates an alert message.

e Verify that the role database is identical on all switches in the entire fabric.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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e Be sure to edit the role database on any switch to the desired database and then commit it. This
synchronizes the role databases on all the switches in the fabric.

Displaying Roles When Distribution is Enabled

To view the roles using Fabric Manager, follow these steps:

Step1  Expand Switches > Security and then select Users and Roles in the Physical Attributes pane.

Step2  Click the Users tab in the Information pane (see Figure 3-6).

Figure 3-6 Roles CFS Tab
I LELCEE:
Roles CF3 | Rales Communities || Global
Feature Feature | wlobal Config Last Last Lock Owner  Lock Owner  Merge
Switch Admin Oper State Action Caommand  Result  Switch User Name Status | Master  Scope
V-172.22.31. 184 noSelection disabled  |disable InoSelection FeFabric ipNetwork.
v-188 noSelection enabled  |enable noSelection Failure. .. []  |FeFabric iphetwork.
v-185 noSelection enabled  |enable  |noSelection Failre. .. [v] |fcFabric ipMetwork
v-190 nioSelection enabled  |enable InoSelection Failure. .. FcFabric ipMetwork o
c-166 nioSelection enabled  |enable InoSelection failure. .. L] FeFabric ipNetwork. ?
sw-139 noSelection disabled  |disable noSelection FcFabric ipMetwork g
[aN]

Step3  Setthe Config View As drop-down value to pending to view the pending database or set the Config View
as drop-down menu to running to view the running database.

Step4  Click Apply Changes to save this change.

Configuring Common Roles

The CLI and SNMP in all switches in the Cisco MDS 9000 Family use common roles. You can use
SNMP to modify a role that was created using the CLI and vice versa (see Figure 3-7).

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Figure 3-7 Common Roles

Switch 1

Common Roles

el

Role: network admin

Description: Predefined network admin
access to all the switch commands

Role: network-operator

Description: Predefined network operation
access to show commands and selected E
Role: sangroup

Description: SAN management group

1 permit config * Y

2 deny config fspf f ’ -
3. permit debug zone *?g

4 permit exec fcping

Each role in SNMP is the same as a role created or modified through the CLI (see the “Role-Based
Authorization” section on page 3-1).

Each role can be restricted to one or more VSANS as required.
You can create new roles or modify existing roles using SNMP or the CLI.

¢ SNMP—Use the CISCO-COMMON-ROLES-MIB to configure or modify roles. Refer to the Cisco
MDS 9000 Family MIB Quick Reference.

e CLI—Use the role name command.

Mapping of CLI Operations to SNMP

SNMP has only three possible operations: GET, SET, and NOTIFY. The CLI has five possible
operations: DEBUG, SHOW, CONFIG, CLEAR, and EXEC.

~

Note  NOTIFY does not have any restrictions like the syslog messages in the CLI.

Table 3-1 explains how the CLI operations are mapped to the SNMP operations.

Table 3-1 CLI Operation to SNMP Operation Mapping

CLI Operation SNMP Operation
DEBUG Ignored

SHOW GET

CONFIG SET

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Table 3-1 CLI Operation to SNMP Operation Mapping (continued)
CLI Operation SNMP Operation
CLEAR SET

EXEC SET

Example 3-1 shows the privileges and rules mapping CLI operations to SNMP operations for a role
named my_role.

Example 3-1 Displays CLI Operation to SNMP Operation Mapping

switch# show role name my_role
Role:my_role
vsan policy:permit (default)

Rule Type Command-type Feature
1. permit clear *
2. deny clear ntp
3. permit config *
4. deny config ntp
5. permit debug *
6. deny debug ntp
7. permit show *
8. deny show ntp
9. permit exec *

S
Note  Although CONFIG is denied for NTP in rule 4, rule 9 allows the SET to NTP MIB objects because EXEC
also maps to the SNMP SET operation.

Configuring User Accounts

Every Cisco MDS 9000 Family switch user has the account information stored by the system. Your
authentication information, user name, user password, password expiration date, and role membership
are stored in your user profile.

The tasks explained in this section enable you to create users and modify the profile of an existing user.
These tasks are restricted to privileged users as determined by your administrator.

This section includes the following topics:
e Creating Users Guidelines, page 3-13
e Checking Password Strength, page 3-13
e Configuring Users, page 3-14
e Deleting a User, page 3-15
e Displaying User Account Information, page 3-16

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Creating Users Guidelines

A

The passphrase specified in the snmp-server user option and the password specified username option
are synchronized.

By default, the user account does not expire unless you explicitly configure it to expire. The expire
option determines the date on which the user account is disabled. The date is specified in the
YYYY-MM-DD format.

When creating users, note the following guidelines:
¢ You can configure up to a maximum of 256 users on a switch.

¢ The following words are reserved and cannot be used to configure users: bin, daemon, adm, lp, sync,
shutdown, halt, mail, news, uucp, operator, games, gopher, ftp, nobody, nscd, mailnull, rpc, rpcuser,
xfs, gdm, mtsuser, ftpuser, man, and sys.

e User passwords are not displayed in the switch configuration file.

e If a password is trivial (short, easy-to-decipher), your password configuration is rejected. Be sure
to configure a strong password as shown in the sample configuration. Passwords are case-sensitive.
“admin” is no longer the default password for any Cisco MDS 9000 Family switch. You must
explicitly configure a strong password.

Caution

Cisco MDS NX-OS supports user names that are created with alphanumeric characters or specific
special characters (+ [plus], = [equal], _ [underscore], - [hyphen], \ [backslash], and . [period]) whether
created remotely (using TACACS+ or RADIUS) or locally, provided that the user name starts with an
alphanumeric character. Local user names cannot be created with any special characters (apart from
those specified). If a nonsupported special character user name exists on an AAA server, and is entered
during login, then the user is denied access.

Checking Password Strength

You can check the strength of the configured password.

When you enable password checking, the NX-OS software allows you to create strong passwords only.

Characteristics of Strong Passwords

A strong password has the following characteristics:
e At least eight characters long
e Does not contain many consecutive characters (such as “abcd”)
e Does not contain many repeating characters (such as “aaabbb”)
e Does not contain dictionary words
¢ Does not contain proper names
¢ Contains both upper- and lower-case characters
e Contains numbers
The following are examples of strong passwords:
e If2CoM18
e 2004AsdfLkj30

[ oL-20596-01
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Configuring Users

Before configuring users, make sure that you have configured roles to associate with the users that you
are creating.

~

Note  As of Cisco SAN-OS Release 3.1(2b), Fabric Manager automatically checks whether encryption is
enabled, which allows you to create users.

To configure a new user or to modify the profile of an existing user using Fabric Manager, follow these
steps:

Step1  Expand Switches > Security and then select Users and Roles from the Physical Attributes pane.

Step2  Click the Users tab in the Information pane to see a list of users (see Figure 3-8).

Figure 3-8 Users Listed Under the Users Tab
gecEppRr>ESHF
Roles CFS || Role: s, | Communities | Privacy
Password ExpiryDate SSHEKey File  S5H Key Fils ([bootFlash: | valatils:])

Swikch & User Rale (ot echoed)  Digest | Encryption  {eg. yyyy/mmjdd-hhimmiss)  Configured (not echoed) Creation 1
swi72-22-46-174 admin  network-admin MDS DES False localCreder ~ |
SW172-22-46-174 mchinn  network-admin, network-operator MoAuth  [NoPriv False localCreder
swi72-22-46-174 mdSust  network-admin, netwark-operatar MoAuth  [MoPriv False localCreder
sw172-22-46-174 shausr  [network-admin MoAuth  [MoPriv False localCreder
swi172-22-46-220 admin  |network-admin MDS DES False localCreder
SwW172-22-46-220 @esusr  network-admin, netwark-operator MoAuth  [NoPriv False localCreder
swi72-22-46-220 madmin  network-admin, netwark-operatar MoAuth  [MoPriv False: localCreder
sw177-72-46-220 mchinn  [nebwork-admin, network-operator MDS DES False localCreder
Sw172-22-46-220 mdSusr  |netwwork-admin, network-operator MoAuth  [NoPriv False localCreder
SwW172-22-46-220 newusr  network-admin, netwark-operator Maoauth |i\.IoPriv False localCreder o
sw172-22-46-220 shaust  |network-admin, network-operator Moguth  [MoPriv False loralcreder | 3
w1 77-77-4A-721 MAMEUST Inmhwark-admin. natwark-oneratar Moguith  [nPriv Faler Incalrader 0 &)
< oo

Step3  Click the Create Row icon.

You see the Users - Create dialog box as shown in Figure 3-9.
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m. 0L-2059%6-01 |



| Chapter3 Configuring Users and Common Roles

Configuring User Accounts 1

Send documentation comments to fm-docfeedback@cisco.com

Figure 3-9 Users - Create Dialog Box

& /SAN/Fabric sw-46-180/5wit...

Switches:

Mew Lser:
Password:
] qa-network-admin

Poles: [] default-rale
(visit Roles |:| ga-net-operator
Tab First)  |[7] netwark-admin

[] netwark-operator
Digest: (&) MDS () SHA () Mone

Encryption: (%) DES () AES () Mone

~Dptional
ExpiryDate:

(&a. yyyyimmidd)
SshkeyFilename:
{[bootflash: |volatile: )

82215

Stepd  (Optional) Alter the Switches check boxes to specify one or more switches.
Step5  Enter the user name in the New User field.
Step6  Enter the password for the user.
Step7  Check the roles that you want to associate with this user.
See the “Configuring Rules and Features for Each Role” section on page 3-3.
Step8  Select the appropriate option for the type of authentication protocol used. The default value is MDS.
Step9  Select the appropriate option for the type of privacy protocol used. The default value is DES.
Step10 (Optional) Enter the expiry date for this user.
Step11  (Optional) Enter the SSH Key filename.
Step12 Click Create to create the entry.

Deleting a User

To delete a user using Fabric Manager, follow these steps:

Step1  Expand Switches > Security and then select Users and Roles from the Physical Attributes pane.
Step2  Click the Users tab in the Information pane to see a list of users.
Step3  Click the name of the user you want to delete.

Stepd  Click Delete Row to delete the selected user.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Step5  Click Apply Changes to save this change.

Displaying User Account Information

To display information about configured user accounts using Fabric Manager, follow these steps:

Step 1 Expand Security and then select Users and Roles in the Physical Attributes pane.
Step2  Click the Users tab.

You see the list of SNMP users shown in Figure 3-10 in the Information pane.

Figure 3-10 Users Listed Under the Users Tab
feARFP IESY
Rales CF5 | Roles [{ Users | Communiies | Privacy
Password ExpiryDate SSHEKey File  55H Key File ([bootflash:|volatile: ]}

Switch a User Rale {not echoed)  Digest | Encryption | {eg. yyyyfmm/dd-hhimm:ss}  Configured {not echoed) Creation 1
sw172-22-46-174 admin inetwork-admin MDS |DES False localCreder & |
Sw172-32-46-174 Mchinn  |network-admin, network-operator Hosuth  [NoPriv False loralcreder
SW172-22-46-174 mdSusr  netwwork-admin, network-operator MoAuth |!\IOPriv' False localCreder
swi72-22-46-174 shausr  [network-admin MoAuth  [MoPriv False localCreder |
swi72-22-46-220 admin network-admin MDS DES False: localCreder
SW172-22-46-220 [@esust  network-admin, network-operator MoAuth  [MoPriv False localCreder
Sw172-22-46-220 madmin  network-admin, netwaork-operator Mofuth  [NoPriv False localCreder
sW172-22-46-220 mchinn  |netwark-admin, netwark-operator MDS DES False localCreder
sw172-22-46-720 mdSust  network-admin, netwark-operator MoAuth  [MoPriv False: localCreder
SW172-22-46-220 Newust  nebwark-admin, netwaork-operator MoAuth  [MaPriv False. localCreder o
sw172-22-46-220 shausr  network-admin, network-operator MoAuth F.IoPriv False localCreder | %
w1 7727 df-720 mamkusy Inehunrk-admin. netwnek-nnerator Mndith  (nPriv Falee Inralcreder ¥ &)
£ oo

Configuring SSH Services

A secure SSH connection, with a RSA key is available as default on all Cisco MDS 9000 Family
switches. If you require a secure SSH connection with DSA key, you need to disable the default SSH
connection, Generate a DSA key and then enable the SSH connection (see the “Generating the SSH
Server Key Pair” section on page 3-17).

A

Caution  If you are logging in to a switch through SSH and you have issued the aaa authentication login default
none command, you must enter one or more key strokes to log in. If you press the Enter key without
entering at least one keystroke, your log in will be rejected.

This section includes the following topics:
e About SSH, page 3-17
e Generating the SSH Server Key Pair, page 3-17
¢ Generating the SSH Server Key Pair, page 3-17
e Overwriting a Generated Key Pair, page 3-18
e Enabling SSH or Telnet Service, page 3-20
¢ SSH Authentication Using Digital Certificates, page 3-20
e PasswordfreeFile copy and SSH, page 3-21

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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About SSH

SSH provides secure communications to the Cisco NX-OS CLI. You can use SSH keys for the following
SSH options:

e SSH2 using RSA
e SSH2 using DSA

Generating the SSH Server Key Pair

Step 1

Step 2

Ensure that you have an SSH server key pair with the appropriate version before enabling the SSH
service. Generate the SSH server key pair according to the SSH client version used. The number of bits
specified for each key pair ranges from 768 to 2048.

The SSH service accepts two types of key pairs for use by SSH version 2.
e The dsa option generates the DSA key pair for the SSH version 2 protocol.
e The rsa option generates the RSA keypair for the SSH version 2 protocol.

A

Caution  If you delete all of the SSH keys, you cannot start a new SSH session.

To generate the SSH key pair using Fabric Manager, follow these steps:

Expand Switches > Security and then select SSH and Telnet.

You see the configuration shown in Figure 3-11 in the Information pane.

Figure 3-11 SSH and Telnet Configuration

51 72-22-46-224
lsw172-22-46-220
lsw172-22-46-223
sw172-22-46-233
5w172-22-46-225
lsw172-22-46-221
sw172-22-46-174
w1 72-22-46-222

2
=

EEIEEEEEIE 2

182847

Click the Create Row icon.

You see the SSH and Telnet Key - Create dialog box (see Figure 3-12).

[ oL-20596-01
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Step 3
Step 4

Step 5
Step 6

Figure 3-12 SSH and Telnet - Create Dialog Box

CHERPFRSF

| Contral | 53H Keys |
T W @) /SAN/Fabric 172.22.46.220/VSA... [ e

| Switch

|lsw172-22-46-220 |55H2(rsa) 1024 a4 — W16-15:41:12
|5l F2-22-46-223 |35HZ(rsa) 1024 |ed | | Blze-15:39:10
llswi172-22-46-225 |55H2(dsa) F63(5F! |[#] sw172-22-46-220 b(26-15:34:33
||sw172-22-46-221 [55H2(rsa) 124/2a) swiches: |[7] swi7z-22-46-221 b 26-15:41:50
|lsw172-22-46-233 |55H2(rsa) 1024/63 ] swivz-22-46-222 | B4LEnz0
|lsw172-22-46-174 |35H2(rsa) 1024 41 | B19-13:29:58
(lsw172-22-46-224 [35H2(rsa) 1024 F3: B salez e e i)

|l swil72-22-46-222 |55HZ(rsa) 1024/1cy  Protocol: () 5SH1 (3) SSH2(rsa) () 55H2(dss) [PI19-10:20:53

NumBits: [ 1024 || 768..2046 (dsa: .. 1856)

18284

LAY

Check the switches you want to assign to this SSH key pair.

Choose the key pair option type from the listed Protocols. The listed protocols are SSH1, SSH2(rsa), and
SSH2(dsa).

Set the number of bits that will be used to generate the key pairs in the NumBits drop-down menu.

Click Create to generate these keys.

~

Note 1856 DSA NumberKeys are not supported by switches that running Cisco MDS NX-OS software
version 4.1(1) and later.

Specifying the SSH Key

You can specify an SSH key to log in using the SSH client without being prompted for a password. You
can specify the SSH key in three different formats:

e Open SSH format
e IETF SECSH format
e Public Key Certificate in PEM format

Overwriting a Generated Key Pair

Step 1

Step 2

If the SSH key pair option is already generated for the required version, you can force the switch to
overwrite the previously generated key pair.

To overwrite the previously generated key pair using Fabric Manager, follow these steps:

Expand Switches > Security and then select SSH and Telnet.
You see the configuration in the Information pane.

Highlight the key that you want to overwrite and click Delete Row.

[l Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Step3  Click the Apply Changes icon to save these changes.
Step4  Click the Create Row icon.
You see the SSH and Telnet Key - Create dialog box.
Step5  Check the switches you want to assign this SSH key pair.
Step6  Choose the key pair option type from the Protocols radio buttons.
Step7  Set the number of bits that will be used to generate the key pairs in the NumBits drop-down menu.

Step8  Click Create to generate these keys.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
[ 0L-20596-01 .m



Chapter3  Configuring Users and Common Roles

M Configuring SSH Services

Send documentation comments to fm-docfeedback@cisco.com

Enabling SSH or Telnet Service

~

Note

Step 1
Step 2

Step 3

By default, the SSH service is enabled with the RSA key.

If you are logging in to a switch through SSH and you have issued the aaa authentication login default
none CLI command, you must enter one or more key strokes to log in. If you press the Enter key without
entering at least one keystroke, your log in will be rejected.

Fabric Manager enables SSH automatically when you configure it.

To enable or disable SSH using Fabric Manager, follow these steps:

Expand Switches > Security and then select SSH and Telnet.

Select the Control tab and check an SSH check box or Telnet check box for each switch (see
Figure 3-13).

Figure 3-13 Control Tab under SSH and Telnet

EERIsESE

Switch 58
sl T2-2R-46-224
w1 72-22-46-220
sw172-22-46-223
5w 72-22-46-233
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lswl72-22-46-174
lswl72-22-46-222
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Click the Apply Changes icon to save this change.

SSH Authentication Using Digital Certificates

SSH authentication on the Cisco MDS 9000 Family switches provide X.509 digital certificate support
for host authentication. An X.509 digital certificate is a data item that vouches for the origin and integrity
of a message. It contains encryption keys for secured communications and is “signed” by a trusted
certification authority (CA) to verify the identity of the presenter. The X.509 digital certificate support
provides either DSA or RSA algorithms for authentication.

The certificate infrastructure uses the first certificate that supports the Secure Socket Layer (SSL) and
is returned by the security infrastructure, either through query or notification. Verification of certificates
is successful if the certificates are from any of the trusted CAs.

You can configure your switch for either SSH authentication using an X.509 certificate or SSH
authentication using a Public Key Certificate, but not both. If either of them is configured and the
authentication fails, you will be prompted for a password.

For more information on CAs and digital certificates, see Chapter 6, “Configuring Certificate
Authorities and Digital Certificates.”
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PasswordfreeFile copy and SSH

Secure Shell (SSH) public key authentication can be used to achieve password free logins. SCP and
SFTP uses SSH in the background and hence these copy protocols can be used for a password free copy
with public key authentication. The NX-OS version only supports the SCP and STFP client functionality.

You can create an RSA/DSA identity which can be used for authentication with ssh. The identity will
consist of two parts: public and private keys. The public and the private keys are generated by the switch
or can be generated externally and imported to the switch. For import purposes, the keys should be in
OPENSSH format.

To use the key on a host machine hosting an SSH server, you must transfer the public key file to the
machine and add the contents of it to the file 'authorized_keys' in your ssh directory (e.g. SHOME/.ssh)
on the server. For import and export of private keys, the key will be protected by encryption. You will be
asked to enter a Passphrase for the same. If you enter a passphrase, the private key is protected by
encryption. If you leave the password field blank, the key will not be encrypted.

If you need to copy the keys to another switch, you will have to export the keys out of the switch to a
host machine and then import the same to other switches from that machine.

¢ The key files are persistent across reload.

Changing Administrator Password Using Fabric Manager

Step 1
Step 2
Step 3

To change the administrator password in Fabric Manager, follow these steps:

Click the Open tab in the control panel.
Choose the password field to change the password for an already existing user for the fabric.
Click Open to open the fabric.

~

Note  New password will be saved after the fabric is open. The user name and password fields are
editable in the Fabric tab only after you unmanage the fabric.

Recovering the Administrator Password

~

Note

You can recover the administrator password using one of two methods:
e From the CLI with a user name that has network-admin privileges.

e Power cycling the switch.

To recover an administrator’s password, refer to the Cisco MDS 9000 Family NX-OS Security
Configuration Guide.

[ oL-20596-01
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Default Settings

Table 3-2 lists the default settings for all switch security features in any switch.

Table 3-2

Default Switch Security Settings

Parameters

Default

Roles in Cisco MDS Switches

Network operator (network-operator)

AAA configuration services Local
Authentication port 1812
Accounting port 1813
Preshared key communication Clear text

RADIUS server time out

1 (one) second

RADIUS server retries

Once

TACACS+

Disabled

TACACS+ servers

None configured

TACACS+ server timeout 5 seconds
AAA server distribution Disabled
VSAN policy for roles Permit

User account

No expiry (unless configured)

Password None
Password-strength Enabled
Accounting log size 250 KB
SSH service Enabled
Telnet service Disabled
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CHAPTER I

Configuring Security Features on an External
AAA Server

The authentication, authorization, and accounting (AAA) feature verifies the identity of, grants access
to, and tracks the actions of users managing a switch. All Cisco MDS 9000 Family switches use Remote
Access Dial-In User Service (RADIUS) or Terminal Access Controller Access Control device Plus
(TACACS+) protocols to provide solutions using remote AAA servers.

Based on the user ID and password combination provided, switches perform local authentication or
authorization using the local database or remote authentication or authorization using a AAA server. A
preshared secret key provides security for communication between the switch and AAA servers. This
secret key can be configured for all AAA servers or for only a specific AAA server. This security feature
provides a central management capability for AAA servers.

This chapter includes the following sections:
e Switch Management Security, page 4-2
e Switch AAA Functionalities, page 4-3
e Configuring AAA Server Monitoring Parameters Globally, page 4-9
e Configuring RADIUS Server Monitoring Parameters, page 4-9
e One Time Password Support, page 4-17
¢ Configuring TACACS+ Server Monitoring Parameters, page 4-18
e _Configuring Server Groups, page 4-25
e AAA Server Distribution, page 4-27
e CHAP Authentication, page 4-31
e MSCHAP Authentication, page 4-31
e Local AAA Services, page 4-33
e Configuring Accounting Services, page 4-33
e Configuring Cisco Access Control Servers, page 4-34

e Default Settings, page 4-37

[ oL-20596-01

Cisco Fabric Manager Security Configuration Guide 5.1(0a) ]



Chapter4  Configuring Security Features on an External AAA Server |

W Switch Management Security

Send documentation comments to fm-docfeedback@cisco.com

Switch Management Security

Management security in any switch in the Cisco MDS 9000 Family provides security to all management
access methods, including the command-line interface (CLI) or Simple Network Management Protocol
(SNMP).

This section includes the following topics:
e Fabric Manager Security Options, page 4-2
e Fabric Manager Security Options, page 4-2
e SNMP Security Options, page 4-2

Fabric Manager Security Options

You can access Fabric Manager using TCP/UDP SNMP or HTTP traffic. For each management path
(console, Telnet, and SSH), you can configure one or more of the following security control options:
local, remote (RADIUS or TACACS+), or none.

e Remote security control
- Using RADIUS
See the “Configuring RADIUS Server Monitoring Parameters” section on page 4-9
- Using TACACS+
See the “Configuring TACACS+ Server Monitoring Parameters” section on page 4-18
e Local security control.
See the “Local AAA Services” section on page 4-33.
These security features can also be configured for the following scenarios:
e iSCSI authentication

See the Cisco MDS 9000 Family NX-OS IP Services Configuration Guide and the Cisco Fabric
Manager IP Services Configuration Guide.

¢ Fibre Channel Security Protocol (FC-SP) authentication
See Chapter 8, “Configuring FC-SP and DHCHAP.”

SNMP Security Options

The SNMP agent supports security features for SNMPv1, SNMPv2c, and SNMPv3. Normal SNMP
security features apply to all applications that use SNMP (for example, Cisco MDS 9000 Fabric
Manager).

SNMP security options also apply to the Fabric Manager and Device Manager.

See the Cisco MDS 9000 NX-OS Family System Management Configuration Guide for more information
on the SNMP security options.

Refer to the Cisco Fabric Manager Fundamentals Configuration Guide for information on Fabric
Manager and Device Manager.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Switch AAA Functionalities

Using the CLI or Fabric Manager, or an SNMP application, you can configure AAA switch
functionalities on any switch in the Cisco MDS 9000 Family.

This section includes the following topics:
e Authentication, page 4-3
e Authorization, page 4-3
e Accounting, page 4-4
e Remote AAA Services, page 4-4
¢ Remote Authentication Guidelines, page 4-4
e Server Groups, page 4-5
e AAA Service Configuration Options, page 4-5

e Authentication and Authorization Process, page 4-6

Authentication

Authorization

Note

~

Note

Authentication is the process of verifying the identity of the person or device accessing the switch. This
identity verification is based on the user ID and password combination provided by the entity trying to
access the switch. Cisco MDS 9000 Family switches allow you to perform local authentication (using

the local lookup database) or remote authentication (using one or more RADIUS or TACACS+ servers).

When you log in to a Cisco MDS switch successfully using the Fabric Manager or Device Manager
through Telnet or SSH and if that switch is configured for AAA server-based authentication, a temporary
SNMP user entry is automatically created with an expiry time of one day. The switch authenticates the
SNMPv3 protocol data units (PDUs) with your Telnet or SSH login name as the SNMPv3 user. The
management station can temporarily use the Telnet or SSH login name as the SNMPv3 auth and priv
passphrase. This temporary SNMP login is only allowed if you have one or more active MDS shell
sessions. If you do not have an active session at any given time, your login is deleted and you will not
be allowed to perform SNMPv3 operations.

Fabric Manager does not support AAA passwords with trailing white space, for example “passwordA.”

The following authorization roles exist in all Cisco MDS switches:

e Network operator (network-operator)—Has permission to view the configuration only. The operator
cannot make any configuration changes.

e Network administrator (network-admin)— Has permission to execute all commands and make
configuration changes. The administrator can also create and customize up to 64 additional roles.

e Default-role—Has permission to use the GUI (Fabric Manager and Device Manager). This access
is automatically granted to all users for accessing the GUI.
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These roles cannot be changed or deleted. You can create additional roles and configure the following
options:

Configure role-based authorization by assigning user roles locally or using remote AAA servers.

Configure user profiles on a remote AAA server to contain role information. This role information
is automatically downloaded and used when the user is authenticated through the remote AAA
server.

Note If a user belongs only to one of the newly created roles and that role is subsequently deleted, then the
user immediately defaults to the network-operator role.

Note  FMS users can be AAA authenticated only using cisco-av-pair. Use of shell:roles construct will result
in user getting assigned to network-operator role within FM.

Accounting
The accounting feature tracks and maintains a log of every management configuration used to access the
switch. This information can be used to generate reports for troubleshooting and auditing purposes.
Accounting logs can be stored locally or sent to remote AAA servers.

Remote AAA Services

Remote AAA services provided through RADIUS and TACACS+ protocols have the following
advantages over local AAA services:

User password lists for each switch in the fabric can be managed more easily.
AAA servers are already deployed widely across enterprises and can be easily adopted.
The accounting log for all switches in the fabric can be centrally managed.

User role mapping for each switch in the fabric can be managed more easily.

Remote Authentication Guidelines

If you prefer using remote AAA servers, follow these guidelines:

A minimum of one AAA server should be IP reachable.

Be sure to configure a desired local AAA policy as this policy is used if all AAA servers are not
reachable.

AAA servers are easily reachable if an overlay Ethernet LAN is attached to the switch (see the Cisco
Fabric Manager IP Services Configuration Guide). We recommend this method.

SAN networks connected to the switch should have at least one gateway switch connected to the
Ethernet LAN reaching the AAA servers.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Server Groups

You can specify remote AAA servers for authentication, authorization, and accounting using server
groups. A server group is a set of remote AAA servers implementing the same AAA protocol. The
purpose of a server group is to provide for failover servers in case a remote AAA server fails to respond.
If the first remote server in the group fails to respond, the next remote server in the group is tried until
one of the servers sends a response. If all the AAA servers in the server group fail to respond, then that
server group option is considered a failure. If required, you can specify multiple server groups. If the
Cisco MDS switch encounters errors from the servers in the first group, it tries the servers in the next
server group.

AAA Service Configuration Options

AAA configuration in Cisco MDS 9000 Family switches is service based. You can have separate AAA
configurations for the following services:

e Telnet or SSH login (Fabric Manager and Device Manager login)

e Console login

e iSCSI authentication (See the Cisco Fabric Manager IP Services Configuration Guide).
e FC-SP authentication (See Chapter 8, “Configuring FC-SP and DHCHAP.”)

e Accounting

In general, server group, local, and none are the three options that can be specified for any service in an
AAA configuration. Each option is tried in the order specified. If all the options fail, local is tried.

Caution

Note

Cisco MDS NX-OS supports user names that are created with alphanumeric characters or specific
special characters (+ [plus], = [equal], _ [underscore], - [hyphen] , \ [backslash], and . [period]) whether
created remotely (using TACACS+ or RADIUS) or locally, provided the user name starts with an
alphabetical character. Local user names cannot be created with all numbers or with any special
characters (apart from those specified). If a numeric-only user name or a non-supported special
character user name exists on an AAA server, and is entered during login, then the user is denied access.

Even if local is not specified as one of the options, it is tried by default if all AAA servers configured
for authentication are unreachable.)

When RADIUS times out, local login is attempted depending on the fallback configuration. For this
local login to be successful, a local account for the user with the same password should exist, and the
RADIUS timeout and retries should take less than 40 seconds. The user is authenticated if the username
and password exist in the local authentication configuration.

AAA Server Monitoring

An unresponsive AAA server introduces a delay in the processing of AAA requests. An MDS switch can
periodically monitor an AAA server to check whether it is responding (or alive) to save time in
processing AAA requests. The MDS switch marks unresponsive AAA servers as dead and does not send
AAA requests to any dead AAA servers. An MDS switch periodically monitors dead AAA servers and
brings them to the alive state once they are responding. This monitoring process verifies that an AAA
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server is in a working state before real AAA requests are sent its way. Whenever an AAA server changes
to the dead or alive state, an SNMP trap is generated and the MDS switch warns the administrator that
a failure is taking place before it can impact performance. See Figure 4-1 for AAA server states.

Figure 4-1 AAA Server States
Alive and Process Response from
Application used application remote server
request request
\ No
response
i i —_—
Alive  [ldle timer Alive and Test AAA packets
expired testing sent < Dead
Directed
Test AAA request
Deadand [ Dead timer expired 3
testing = 2

Note  The monitoring interval for alive servers and dead servers is different and can be configured by the user.
The AAA server monitoring is performed by sending a test authentication request to the AAA server.

The user name and password to be used in the test packet can be configured.

See the “Configuring RADIUS Server Monitoring Parameters” section on page 4-9.

Authentication and Authorization Process

Authentication is the process of verifying the identity of the person managing the switch. This identity
verification is based on the user ID and password combination provided by the person managing the
switch. The Cisco MDS 9000 Family switches allow you to perform local authentication (using the
lookup database) or remote authentication (using one or more RADIUS servers or TACACS+ servers).

Authorization provides access control. It is the process of assembling a set of attributes that describe
what the user is authorized to perform. Based on the user ID and password combination, the user is
authenticated and authorized to access the network as per the assigned role. You can configure
parameters that can prevent unauthorized access by an user, provided the switches use the TACACS+
protocol.

AAA authorization is the process of assembling a set of attributes that describe what the user is
authorized to perform. Authorization in the Cisco NX-OS software is provided by attributes that are
downloaded from AAA servers. Remote security servers, such as RADIUS and TACACS+, authorize
users for specific rights by associating attribute-value (AV) pairs, which define those rights with the
appropriate user.

The following steps explain the authorization and authentication process:

Step1  Log in to the required switch in the Cisco MDS 9000 Family, using the Telnet, SSH, Fabric Manager or
Device Manager, or console login options.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Step2  When you have configured server groups using the server group authentication method, an
authentication request is sent to the first AAA server in the group.

e If the AAA server fails to respond, then the next AAA server is contacted and so on until the remote
server responds to the authentication request.

e If all AAA servers in the server group fail to respond, then the servers in the next server group are
contacted.

e If all configured methods fail, then by default local database is used for authentication. The next
section will describe the way to disable this fallback.

Step3  When you are successfully authenticated through a remote AAA server, then the following possible
actions are taken:

e If the AAA server protocol is RADIUS, then user roles specified in the cisco-av-pair attribute are
downloaded with an authentication response.

e [If the AAA server protocol is TACACS+, then another request is sent to the same server to get the
user roles specified as custom attributes for the shell.

e If user roles are not successfully retrieved from the remote AAA server, then the user is assigned
the network-operator role if the show aaa user default-role command is enabled. You are denied
access if this command is disabled.

Step4d  When your user name and password are successfully authenticated locally, you are allowed to log in,
and you are assigned the roles configured in the local database.

Figure 4-2 shows a flow chart of the authorization and authentication process.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Figure 4-2 Switch Authorization and Authentication Flow
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No more server groups left = no response from any server in all server groups.
No more servers left = no response from any server within this server group.

Authorization configuration is provided only for authentication done using TACACS+ server.

The “none” option from AAA authorization methods has been deprecated. If you did an upgrade from
the 4.x image and “none” was configured as one of the authorization methods, replace it with local. The
functionality remains the same.
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Configuring Fallback Mechanism for Authentication

You can enable and disable fallback to the local database in case the remote authentication is set and all
AAA servers are unreachable (authentication error). The fallback is set to local by default in case of an
authentication error. You can disable this fallback for both console and SSH or Telnet login. Disabling
this fallback will tighten the security of authentication.

The following occurs in the fallback authentication method:

e By default fallback is enabled for both the default and console login. The “sh run aaa all” command
is used to verify this.

e A warning message is displayed when fallback is disabled.

A

Caution If fallback is disabled for both default and console, remote authentication is enabled and the servers are
unreachable. If this ocurs the switch will be locked.

Configuring AAA Server Monitoring Parameters Globally

The AAA server monitoring parameters can be configured globally for all servers or individually for a
specific server. This section explains how the global configuration can be set. The global configurations
will apply to all servers that do not have individual monitoring parameters defined. For any server, the
individual test parameter defined for that particular server will always get precedence over the global
settings.

~

Note  Replace “radius” with “tacacs” in the previous procedure to get equivalent commands for
TACACS server global test parameter configurations.

The global AAA server monitoring parameters function as follows:
e When a new AAA server is configured, it is monitored using the global test parameters, if defined.

e When global test parameters are added or modified, all the AAA servers, which do not have any test
parameters configured, start being monitored using the new global test parameters.

e When the server test parameters are removed for a server or when the idle-time is set to zero (default
value), it starts being monitored using the global test parameters, if defined.

e If global test parameters are removed or global idle-time is set to zero, servers for which the server
test parameters are present will not be affected. However, monitoring will stop for all other servers
that were previously being monitored using global parameters.

e If the server monitoring fails with the user-specified server test parameters, the server monitoring
does not fall back to global test parameters.

Configuring RADIUS Server Monitoring Parameters

Cisco MDS 9000 Family switches can use the RADIUS protocol to communicate with remote AAA
servers. You can configure multiple RADIUS servers and server groups and set timeout and retry counts.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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RADIUS is a distributed client/server protocol that secures networks against unauthorized access. In the
Cisco implementation, RADIUS clients run on Cisco MDS 9000 Family switches and send
authentication requests to a central RADIUS server that contains all user authentication and network
service access information.

This section defines the RADIUS operation, identifies its network environments, and describes its
configuration possibilities.

This section includes the following topics:
e About RADIUS Server Default Configuration, page 4-10
e About the Default RADIUS Server Encryption Type and Preshared Key, page 4-10
e Configuring the Default RADIUS Server Encryption Type and Preshared Key, page 4-11
e About RADIUS Servers, page 4-13
e Configuring a RADIUS Server, page 4-13
e About Validating a RADIUS Server, page 4-15
e Periodically Validating a RADIUS Server, page 4-15
e Displaying RADIUS Server Statistics, page 4-16
e Allowing Users to Specify a RADIUS Server at Login, page 4-16
e About Vendor-Specific Attributes, page 4-16

About RADIUS Server Default Configuration

Fabric Manager allows you to set up a default configuration that can be used for any RADIUS server that
you configure the switch to communicate with. The default configuration includes:

e Encryption type
¢ Timeout value
e Number of retransmission attempts

e Allowing the user to specify a RADIUS server at login

Setting the RADIUS Server Address

You can add up to 64 RADIUS servers. RADIUS keys are always stored in encrypted form in persistent
storage. The running configuration also displays encrypted keys.

About the Default RADIUS Server Encryption Type and Preshared Key

You need to configure the RADIUS preshared key to authenticate the switch to the RADIUS server. The
length of the key is restricted to 64 characters and can include any printable ASCII characters (white
spaces are not allowed). You can configure a global key to be used for all RADIUS server configurations
on the switch.

You can override this global key assignment by explicitly using the key option when configuring an
individual RADIUS server.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Configuring the Default RADIUS Server Encryption Type and Preshared Key

Step 1

Step 2

Step 3
Step 4
Step 5

Configuring RADIUS Server Monitoring Parameters

To configure the default RADIUS server encryption type and preshared key using Fabric Manager,

follow these steps:

Expand Switches > Security > AAA, and then select RADIUS.

You see the RADIUS configuration in the Information pane.
Click the Defaults tab.
You see the RADIUS default settings as shown in Figure 4-3.

Figure 4-3 RADIUS Default Settings

Jasewe 5 EHS$ @ @rmng Orendng
CFs || servers | Defaults | Authentication Statistics | Authorization Statistics Accounting Statistics | Statiskics

Master Protocol  Auth Type AULh Key Timeauk (sec)  Retransmits | DirectedReq
sw172-22-46-224 radius  |encrypted | 1 1 O |

Select plain or encrypted from the AuthType drop-down menu.

Set the key in the Auth Key field.
Click the Apply Changes icon to save the changes.

Setting the RADIUS Server Timeout Interval

~

Note

Setting the Default RADIUS Server Timeout Interval and Retransmits

Step 1

Step 2

You can configure a global timeout value between transmissions for all RADIUS servers.

240481

If timeout values are configured for individual servers, those values override the globally configured

values.

By default, a switch retries transmission to a RADIUS server only once before reverting to local

authentication. You can increase this number up to a maximum of five retries per server. You can also

configure the timeout value for the RADIUS server.

To configure the number of retransmissions and the time between retransmissions to the RADIUS

servers using Fabric Manager, follow these steps:

Expand Switches > Security > AAA and then select RADIUS.
You see the RADIUS configuration in the Information pane.

Choose the Defaults tab.
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You see the RADIUS default settings.
Step3  Fill in the Timeout and Retransmits fields for authentication attempts.

Step4  Click the Apply Changes icon to save the changes.

Configuring RADIUS Server Monitoring Parameters

You can configure parameters for monitoring RADIUS servers. You can configure this option to test the
server periodically, or you can run a one-time only test.

This section includes the following topics:
e Configuring the Test Idle Timer, page 4-12
e Configuring Test User Name, page 4-12
e Configuring the Dead Timer, page 4-12

Configuring the Test Idle Timer

The test idle timer specifies the interval during which a RADIUS server receives no requests before the
MDS switch sends out a test packet.

~

Note The default idle timer value is 0 minutes. When the idle time interval is O minutes, periodic RADIUS
server monitoring is not performed.

Configuring Test User Name

You can configure a username and password for periodic RADIUS server status testing. You do not need
to configure the test username and password to issue test messages to monitor RADIUS servers. You can
use the default test username (test) and default password (test).

Note  We recommend that the test username not be the same as an existing username in the RADIUS database
for security reasons.

Configuring the Dead Timer

The dead timer specifies the interval that the MDS switch waits, after declaring that a RADIUS server
is dead, before sending out a test packet to determine if the server is now alive.

~
Note The default dead timer value is 0 minutes. When the dead timer interval is 0 minutes, RADIUS server

monitoring is not performed unless the RADIUS server is part of a server group and the dead-time
interval for the group is greater than 0 minutes. (See the “Server Groups” section on page 4-5).

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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~

Note  If the dead timer of a dead RADIUS server expires before it is sent a RADIUS test message, that server
is marked as alive again even if it is still not responding. To avoid this scenario, configure a test user with
a shorter idle time than the dead timer time.

About RADIUS Servers

You can add up to 64 RADIUS servers. RADIUS keys are always stored in encrypted form in persistent
storage. The running configuration also displays encrypted keys. When you configure a new RADIUS
server, you can use the default configuration or modify any of the parameters to override the default
RADIUS configuration.

Configuring a RADIUS Server

To configure a RADIUS server and all its options using Fabric Manager, follow these steps:

Step 1 Expand Switches > Security > AAA, and then select RADIUS.
You see the RADIUS configuration in the Information pane.

Step2  Click the Servers tab.
You see any existing RADIUS servers.

Step3  Click Create Row to add a new RADIUS server.
You see the Create RADIUS Server dialog box shown in Figure 4-4.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Step 4
Step 5
Step 6
Step 7
Step 8
Step 9
Step 10
Step 11

Step 12
Step 13
Step 14

Figure 4-4 Create RADIUS Server
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Index:
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Key:
TirmeQuk (s): | O il 0..60 sec
Reetransmits; | 0 il 0..5 (O=default)
IdleTime (m): | O
TestUser;

TestPassword:

154143

Select the switches that you want to assign as RADIUS servers.

Assign an index number to identify the RADIUS server.

Select the IP address type for the RADIUS server.

Fill in the IP address or name for the RADIUS server.

(Optional) Modify the authentication and accounting ports used by this RADIUS server.
Select the appropriate key type for the RADIUS server.

Select the TimeOut value in seconds. The valid range is 0 to 60 seconds.

Select the number of times the switch tries to connect to a RADIUS server(s) before reverting to local
authentication.

Enter the test idle time interval value in minutes. The valid range is 1 to 1440 minutes.
Enter the test user with the default password. The default username is test.

Click Create to save these changes.

Configuring the Test Idle Timer

~

Note

The test idle timer specifies the interval during which a RADIUS server receives no requests before the
MDS switch sends out a test packet.

The default idle timer value is 0 minutes. When the idle time interval is O minutes, periodic RADIUS
server monitoring is not performed.
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To configure the test idle timer, see “Configuring a RADIUS Server” section on page 4-13.

Configuring Test User Name

~

Note

You can configure a username and password for periodic RADIUS server status testing. You do not need
to configure the test username and password to issue test messages to monitor RADIUS servers. You can
use the default test username (test) and default password (test).

We recommend that the test username not be the same as an existing username in the RADIUS database
for security reasons.

To configure the optional username and password for periodic RADIUS server status testing, see
“Configuring a RADIUS Server” section on page 4-13.

About Validating a RADIUS Server

~

Note

As of Cisco SAN-OS Release 3.0(1), you can periodically validate a RADIUS server. The switch sends a
test authentication to the server using the username and password that you configure. If the server does
not respond to the test authentication, then the server is considered non responding.

For security reasons we recommend that you do not use a username that is configured on your RADIUS
server as a test username.

You can configure this option to test the server periodically, or you can run a one-time only test.

Periodically Validating a RADIUS Server

Step 1

Step 2

Step 3

Step 4
Step 5
Step 6

Step 7
Step 8

To configure the switch to periodically test a RADIUS server using Fabric Manager, follow these steps:

Expand Switches > Security > AAA, and then select RADIUS.

You see the RADIUS configuration in the Information pane.

Click the Servers tab.

You see any existing RADIUS servers.

Click Create Row to add a new RADIUS server.

You see the Create RADIUS Server dialog box (see Figure 4-4).

Fill in the IP address.

Modify the authentication and accounting ports used by this RADIUS server.

Fill in the TestUser field and, optionally, the TestPassword field. The default password for the test is
Cisco.

Set the IdleTime field for the time that the server is idle before you send a test authentication.

Click Create to save these changes.
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Displaying RADIUS Server Statistics

Step 1

Step 2

To display RADIUS server statistics using Fabric Manager, follow these steps:

Expand Switches > Security > AAA, and then select RADIUS.
You see the RADIUS configuration in the Information pane.
Click the Statistics tab.

You see the RADIUS server statistics.

Sending RADIUS Test Messages for Monitoring

You can manually send test messages to monitor a RADIUS server.

Allowing Users to Specify a RADIUS Server at Login

Step 1

Step 2

Step 3
Step 4

By default, an MDS switch forwards an authentication request to the first server in the RADIUS server
group. You can configure the switch to allow the user to specify which RADIUS server to send the
authenticate request by enabling the directed request option. If you enable this option, the user can log
in as username @ hostname, where the hostname is the name of a configured RADIUS server.

To allow users logging into an MDS switch to select a RADIUS server for authentication using Fabric
Manager, follow these steps:

Expand Switches > Security > AAA, and then select RADIUS.
You see the RADIUS configuration in the Information pane.
Click the Defaults tab.

You see the RADIUS default settings.

Check the DirectedReq check box for the RADIUS server.
Click the Apply Changes icon to save the changes.

About Vendor-Specific Attributes

The Internet Engineering Task Force (IETF) draft standard specifies a method for communicating
vendor-specific attributes (VSAs) between the network access server and the RADIUS server. The IETF
uses attribute 26. VSAs allow vendors to support their own extended attributes that are not suitable for
general use. The Cisco RADIUS implementation supports one vendor-specific option using the format
recommended in the specification. The Cisco vendor ID is 9, and the supported option is vendor type 1,
which is named cisco-avpair. The value is a string with the following format:

protocol : attribute separator value *

Where protocol is a Cisco attribute for a particular type of authorization, separator is = (equal sign) for
mandatory attributes, and * (asterisk) is for optional attributes.
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VSA Format

When you use RADIUS servers to authenticate yourself to a Cisco MDS 9000 Family switch, the
RADIUS protocol directs the RADIUS server to return user attributes, such as authorization
information, along with authentication results. This authorization information is specified through
VSA:s.

The following VSA protocol options are supported by the Cisco NX-OS software:
¢ Shell protocol—Used in Access-Accept packets to provide user profile information.

¢ Accounting protocol—Used in Accounting-Request packets. If a value contains any white spaces,
it should be put within double quotation marks.

The following attributes are supported by the Cisco NX-OS software:

e roles—This attribute lists all the roles to which the user belongs. The value field is a string storing
the list of group names delimited by white space. For example, if you belong to roles vsan-admin
and storage-admin, the value field would be “vsan-admin storage-admin”. This subattribute is
sent in the VSA portion of the Access-Accept frames from the RADIUS server, and it can only be
used with the shell protocol value. These are two examples using the roles attribute:

shell:roles="network-admin vsan-admin”

shell:roles*“network-admin vsan-admin”

When an VSA is specified as shell:roles*“network-admin vsan-admin”, this VSA is flagged as
an optional attribute, and other Cisco devices ignore this attribute.

¢ accountinginfo—This attribute stores additional accounting information besides the attributes
covered by a standard RADIUS accounting protocol. This attribute is only sent in the VSA portion
of the Account-Request frames from the RADIUS client on the switch, and it can only be used with
the accounting protocol-related PDUs.

Specifying SNMPv3 on AAA Servers

The vendor/custom attribute cisco-av-pair can be used to specify user’s role mapping using the format:

shell:roles="roleA roleB .."

If the role option in the cisco-av-pair attribute is not set, the default user role is network-operator.

The VSA format optionally specifies your SNMPv3 authentication and privacy protocol attributes also
as follows:

shell:roles="roleA roleB..." snmpv3:auth=SHA priv=AES-128
The SNMPv3 authentication protocol options are SHA and MDS5. The privacy protocol options are

AES-128 and DES. If these options are not specified in the cisco-av-pair attribute on the ACS server,
MDS5 and DES are used by default.

One Time Password Support

A one-time password (OTP) is a password that is valid for a single login session or transaction. OTPs
avoid a number of disadvantages that are associated with usual (static) passwords. The most vital
disadvantage that is addressed by OTPs is that, they are not at risk to replay attacks. If an intruder
manages to record an OTP that was already used to log into a service or to conduct an operation, it will
not be misused as it will no longer be valid.
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One Time Password is applicable only to RADIUS and TACACS protocol daemons. With a RADIUS
protocol daemon, there is no configuration required from the switch side. With a TACACS protocol, ascii
authentication mode needs to be enabled. .

Configuring TACACS+ Server Monitoring Parameters

A Cisco MDS switch uses the Terminal Access Controller Access Control System Plus (TACACS+)
protocol to communicate with remote AAA servers. You can configure multiple TACACS+ servers and
set timeout values.

This section includes the following topics:

About TACACS+

About TACACS+, page 4-18

About TACACS+ Server Default Configuration, page 4-18

About the Default TACACS+ Server Encryption Type and Preshared Key, page 4-19
Setting the Default TACACS+ Server Encryption Type and Preshared Key, page 4-19
Setting the Default TACACS+ Server Timeout Interval and Retransmits, page 4-20
About TACACS+ Servers, page 4-20

Configuring a TACACS+ Server, page 4-21

About Validating a TACACS+ Server, page 4-24

Displaying TACACS+ Server Statistics, page 4-25

About Users Specifying a TACACS+ Server at Login, page 4-25

Allowing Users to Specify a TACACS+ Server at Login, page 4-25

TACACS+ is a client/server protocol that uses TCP (TCP port 49) for transport requirements. All
switches in the Cisco MDS 9000 Family provide centralized authentication using the TACACS+
protocol. The TACACS+ has the following advantages over RADIUS authentication:

Provides independent, modular AAA facilities. Authorization can be done without authentication.

Uses the TCP transport protocol to send data between the AAA client and server, making reliable
transfers with a connection-oriented protocol.

Encrypts the entire protocol payload between the switch and the AAA server to ensure higher data
confidentiality. The RADIUS protocol only encrypts passwords.

About TACACS+ Server Default Configuration

Fabric Manager allows you to set up a default configuration that can be used for any TACACS+ server
that you configure the switch to communicate with. The default configuration includes:

Encryption type
Preshared key
Timeout value

Number of retransmission attempts
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e Allowing the user to specify a TACACS+ server at login

About the Default TACACS+ Server Encryption Type and Preshared Key

You need to configure the TACACS+ preshared key to authenticate the switch to the TACACS+ server.
The length of the key is restricted to 64 characters and can include any printable ASCII characters (white
spaces are not allowed). You can configure a global key to be used for all TACACS+ server
configurations on the switch.

You can override this global key assignment by explicitly using the key option when configuring and
individual TACACS+ server.

Enabling TACACS+

By default, the TACACS+ feature is disabled in all switches in the Cisco MDS 9000 Family. You must
explicitly enable the TACACS+ feature to access the configuration and verification commands for fabric
authentication. When you disable this feature, all related configurations are automatically discarded.

Setting the Default TACACS+ Server Encryption Type and Preshared Key

Step 1

Step 2
Step 3

Step 4
Step 5

To configure the default TACACS+ server encryption type and preshared key using Fabric Manager,
follow these steps:

Expand Switches > Security > AAA, and then select TACACS+.

You see the TACACS+ configuration in the Information pane.

If the Defaults tab is dimmed, click the CFS tab.

Click the Defaults tab.

You see the TACACS+ default settings.

Select plain or encrypted from the AuthType drop-down menu and set the key in the Auth Key field.
Click the Apply Changes icon to save the changes.

Setting the TACACS+ Server Address

Note

If a secret key is not configured for a configured server, a warning message is issued if a global key is
not configured. If a server key is not configured, the global key (if configured) is used for that server (see
the “Setting the Default TACACS+ Server Timeout Interval and Retransmits” section on page 4-20).

You can use the dollar sign ($) and the percent sign (%) in global secret keys.
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Setting the Global Secret Key

You can configure global values for the secret key for all TACACS+ servers.

Note If secret keys are configured for individual servers, those keys override the globally configured key.

Note  You can use the dollar sign ($) and the percent sign (%) in global secret keys.

Setting the Default TACACS+ Server Timeout Interval and Retransmits

By default, a switch retries a TACACS+ server only once. This number can be configured. The maximum
is five retries per server. You can also configure the timeout value for the TACACS+ server.

To configure the number of retransmissions and the time between retransmissions to the TACACS+
servers using Fabric Manager, follow these steps:

Step1  Expand Switches > Security > AAA, and then select TACACS+.
You see the TACACS+ configuration in the Information pane.

Step2  Click the Defaults tab. (If the Defaults tab is disabled, click the CFS tab first).
You see the TACACS+ default settings.

Step3  Supply values for the Timeout and Retransmits fields for authentication attempts.

Step4  Click the Apply Changes icon to save the changes.

Setting the Timeout Value

You can configure a global timeout value between transmissions for all TACACS+ servers.

~

Note If timeout values are configured for individual servers, those values override the globally configured
values.

About TACACS+ Servers

By default, the TACACS+ feature is disabled in all switches in the Cisco MDS 9000 Family. Fabric
Manager or Device Manager enables the TACACS+ feature automatically when you configure a
TACACS+ server.

If a secret key is not configured for a configured server, a warning message is issued if a global key is
not configured. If a server key is not configured, the global key (if configured) is used for that server.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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~

Note

S

Note

Prior to Cisco MDS SAN-OS Release 2.1(2), you can use the dollar sign ($) in the key but the key must
be enclosed in double quotes, for example “k$”. The percent sign (%) is not allowed. In Cisco MDS
SAN-OS Release 2.1(2) and later, you can use the dollar sign ($) without double quotes and the percent
sign (%) in global secret keys.

You can configure global values for the secret key for all TACACS+ servers.

If secret keys are configured for individual servers, those keys override the globally configured key.

Configuring a TACACS+ Server

Step 1

Step 2

Step 3

Step 4

To configure a TACACS+ server and all its options using Fabric Manager, follow these steps:

Expand Switches > Security > AAA, and then select TACACS+.

You see the TACACS+ configuration in the Information pane.

Click the Servers tab.

You see any existing TACACS+ servers.

Click Create Row to add a new TACACS+ server.

You see the Create TACACS+ Server dialog box as shown in Figure 4-5.

Figure 4-5 Create TACACS+ Server Dialog Box
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Select the switches that you want to assign as TACACS servers.
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Step5  Assign an index number to identify the TACACS server.

Step6  Select the IP address type for the TACACS server.

Step7  Fill in the IP address or name for the TACACS server.

Step8  Modify the authentication and accounting ports used by this TACACS server.
Step9  Select the appropriate key type for the TACACS server.

Step10  Select the TimeOut value in seconds. The valid range is 0 to 60 seconds.

Step11  Select the number of times the switch tries to connect to a TACACS server(s) before reverting to local
authentication.

Step12 Enter the test idle time interval value in minutes. The valid range is 1 to 1440 minutes.
Step 13  Enter the test user with the default password. The default username is test.

Step14  Click Create to save these changes.

Configuring TACACS+ Server Monitoring Parameters

You can configure parameters for monitoring TACACS+ servers.
This section includes the following topics:

e Configuring the TACACS+ Test Idle Timer, page 4-22

e Configuring Test Username, page 4-22

e Configuring the Dead Timer, page 4-22

Configuring the TACACS+ Test Idle Timer

The test idle timer specifies the interval during which a TACACS+ server receives no requests before the
MDS switch sends out a test packet.

~

Note The default idle timer value is 0 minutes. When the idle time interval is 0 minutes, periodic TACACS+
server monitoring is not performed.

Configuring Test Username

You can configure a username and password for periodic TACACS+ server status testing. You do not
need to configure the user name and password to monitor TACACS+ servers. You can use the default test
username (test) and default password (test).

Configuring the Dead Timer

The dead timer specifies the interval that the MDS switch waits, after declaring a TACACS+ server is
dead, before sending out a test packet to determine if the server is now alive.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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~

Note  The default dead timer value is 0 minutes. TACACS+ server monitoring is not performed if the dead
timer interval is O minutes, unless the TACACS+ server is a part of a bigger group with the dead-time
interval greater than O minutes. (See “Configuring RADIUS Server Monitoring Parameters” section on
page 4-9).

Note  If the dead timer of a dead TACACS+ server expires before it is sent a TACACS+ test message, that
server is marked as alive again even if it is still not responding. To avoid this scenario, configure a test
user with a shorter idle time than the dead timer time.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Sending TACACS+ Test Messages for Monitoring

You can manually send test messages to monitor a TACACS+ server.

Password Aging Notification through TACACS+ Server

Note

Password aging notification is initiated when the user authenticates to a Cisco MDS 9000 switch via a
TACACS+ account. The user is notified when a password is about to expire or has expired. If the
password has expired, user is prompted to change the password.

As of Cisco MDS SAN-OS Release 3.2(1), only TACACS+ supports password aging notification. If you
try to use RADIUS servers by enabling this feature, RADIUSs will generate a SYSLOG message and
authentication will fall back to the local database.

Password aging notification facilitates the following:
e Password change—You can change your password by entering a blank password.

e Password aging notification—Notifies password aging. Notification happens only if the AAA server
is configured and MSCHAP and MSCHAPV2 is disabled.

e Password change after expiration—Initiates password change after the old password expires.
Initiation happens from the AAA server.

~

Note  Password aging notification fails if you do not disable MSCHAP and MSCHAPv2
authentication.

About Validating a TACACS+ Server

Note

As of Cisco SAN-OS Release 3.0(1), you can periodically validate a TACACS+ server. The switch sends
a test authentication to the server using the test username and test password that you configure. If the
server does not respond to the test authentication, then the server is considered nonresponding.

We recommend that you do not configure the test user on your TACACS+ server for security reasons.

You can configure this option to test the server periodically, or you can run a one-time only test.

Periodically Validating a TACACS+ Server

To configure the switch to periodically test a TACACS+ server using Fabric Manager, see the
“Configuring TACACS+ Server Monitoring Parameters” section on page 4-18.
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Displaying TACACS+ Server Statistics

Step 1

Step 2

To display TACACS+ server statistics using Fabric Manager, follow these steps:

Expand Switches > Security > AAA, and then select TACACS+.
You see the TACACS+ configuration in the Information pane.
Choose the Statistics tab.

You see the TACACS+ server statistics.

About Users Specifying a TACACS+ Server at Login

By default, an MDS switch forwards an authentication request to the first server in the TACACS+ server
group. You can configure the switch to allow the user to specify which TACACS+ server to send the
authenticate request. If you enable this feature, the user can log in as username @ hostname, where the
hostname is the name of a configured TACACS+ server.

Allowing Users to Specify a TACACS+ Server at Login

Step 1

Step 2

Step 3
Step 4

To configure the switch to allow users to specify a TACACS+ server at login using Fabric Manager,
follow these steps:

Expand Switches > Security > AAA, and then select TACACS+.
You see the TACACS+ configuration in the Information pane.
Click the Defaults tab.

You see the TACACS+ default settings.

Check the DirectedReq check box.

Click the Apply Changes icon to save the changes.

Configuring Server Groups

You can specify one or more remote AAA servers to authenticate users using server groups. All members
of a group must belong to the same protocol, either RADIUS or TACACS+. The servers are tried in the
same order in which you configure them.

The AAA server monitoring feature can mark an AAA server as dead. You can configure a period of time
in minutes to elapse before the switch sends requests to a dead AAA server. (See the “AAA Server
Monitoring” section on page 4-5).

This section includes the following topics:
e About Configuring Server Groups, page 4-26
e Configuring Server Groups, page 4-26
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About Configuring Server Groups

You can configure these server groups at any time but they only take effect when you apply them to an
AAA service. You configure AAA policies for CLI users or Fabric Manager or Device Manager users.

Configuring Server Groups

Step 1

Step 2

Step 3

Step 4
Step 5

Step 6
Step 7

To configure a RADIUS or TACACS+ server group using Fabric Manager, follow these steps:

Expand Switches > Security, and then select AAA.

You see the AAA configuration in the Information pane shown in Figure 4-6. If you do not see the screen
in Figure 4-6, click the Server Groups tab.

You see the RADIUS or TACACS+ server groups configured.

Figure 4-6 AAA Server Groups
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Click Create Row to create a server group.
You see the Create Server dialog box.

Click the radius radio button to add a RADIUS server group or the tacacs+ radio button to add a
TACACS+ server group.

Supply server names for the ServerIdList field.

Set the DeadTime field for the number of minutes that a server can be nonresponsive before it is marked
as bypassed. See the “About Bypassing a Nonresponsive Server” section on page 4-27.

Click Create to create this server group.
Click the Applications tab to assign this server group to an application (see Figure 4-7).

You can associate a server group with all applications or you can specify certain applications.
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Figure 4-7 Applications Tab
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Step8  Click the General tab to assign the type of authentication to this server group (see Figure 3-8).
Check either the MSCHAP or MSCHAPvV2 check box based on the type of server group.

Figure 4-8 General Tab
Information o
e rBAEGF
Seryer Groups rApp\ication/s/Ganeral ]
Switch AuthTypeMSCHAP | AuthTypeMSCHARYZ

182.1020.285 | O | il

194752

Step9  Click the Apply Changes icon to save the changes.

~

Note  Configuration of a TACACS+ group fails if MSCHPv2 authentication is not disabled.

About Bypassing a Nonresponsive Server

As of Cisco SAN-OS Release 3.0(1), you can bypass a nonresponsive AAA server within a server group.
If the switch detects a nonresponsive server, it will bypass that server when authenticating users. Use
this feature to minimize login delays caused by a faulty server. Instead of sending a request to a
nonresponsive server and waiting for the authentication request to timeout, the switch sends the
authentication request to the next server in the server group. If there are no other responding servers in
the server group, the switch continues to attempt authentications against the nonresponsive server.

AAA Server Distribution

Configuration for RADIUS and TACACS+ AAA on an MDS switch can be distributed using the Cisco
Fabric Services (CFS). The distribution is disabled by default (see the Cisco Fabric Manager System
Management Configuration Guide).

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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After enabling the distribution, the first server or global configuration starts an implicit session. All
server configuration commands entered thereafter are stored in a temporary database and applied to all
switches in the fabric (including the originating one) when you explicitly commit the database. The
various server and global parameters are distributed, except the server and global keys. These keys are
unique secrets to a switch and should not be shared with other switches.

Note  Server group configurations are not distributed.

This section includes the following topics:
e Enabling AAA Server Distribution, page 4-28
e Starting a Distribution Session on a Switch, page 4-29
¢ Displaying the Session Status, page 4-29
e Displaying the Pending Configuration to be Distributed, page 4-29
e Committing the Distribution, page 4-29
¢ Discarding the Distribution Session, page 4-30
¢ C(Clearing Sessions, page 4-30
e Merge Guidelines for RADIUS and TACACS+ Configurations, page 4-30

Note  For an MDS switch to participate in AAA server configuration distribution, it must be running Cisco
MDS SAN-OS Release 2.0(1b) or later, or Cisco NX-OS Release 4.1(1).

Enabling AAA Server Distribution

Only switches where distribution is enabled can participate in the distribution activity.

To enable RADIUS server distribution using Fabric Manager, follow these steps:

Step1  Expand Switches > Security > AAA, and then select RADIUS.
You see the RADIUS configuration in the Information pane.
Step2  Click the CFS tab. You see the RADIUS CFS configuration.

Step3  Choose enable from the Admin drop-down list for all switches that you want to enable CFS for
RADIUS.

Step4  Click Apply Changes to distribute these changes through the fabric.

To enable TACACS+ server distribution using Fabric Manager, follow these steps:

Step1  Expand Switches > Security > AAA, and then select TACACS+.
You see the TACACS+ configuration in the Information pane.
Step2  Click the CFS tab.
You see the TACACS+ CFS configuration.
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Step3  Choose enable from the Admin drop-down list for all switches that you want to enable CFS on for
TACACS+.

Step4  Click Apply Changes to distribute these changes through the fabric.

Starting a Distribution Session on a Switch

A distribution session starts the moment you begin a RADIUS/TACACS+ server or global configuration.
For example, the following tasks start an implicit session:

e Specifying the global timeout for RADIUS servers.
¢ Specifying the global timeout for TACACS+ servers.

~

Note  After you issue the first configuration command related to AAA servers, all server and global
configurations that are created (including the configuration that caused the distribution session start) are
stored in a temporary buffer, not in the running configuration.

Displaying the Session Status

Once the implicit distribution session has started, you can check the session status from Fabric Manager
by expanding Switches > Security > AAA, and selecting RADIUS or TACACS+.

Displaying the Pending Configuration to be Distributed

To display the RADIUS or TACACS+ global and/or server configuration stored in the temporary buffer
using Fabric Manager, follow these steps:

Step 1 Expand Switches > Security > AAA, and then select RADIUS or select TACACS+.
Step2  Click the CFS tab.
You see the distribution status on the CFS tab.
Step3  Click the pending or running radio button.
Step4  Click Apply Changes to save the changes.

Step5  Click the Servers tab to view the pending or running configuration.

Committing the Distribution

The RADIUS or TACACS+ global and/or server configuration stored in the temporary buffer can be
applied to the running configuration across all switches in the fabric (including the originating switch).

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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To distribute a RADIUS or TACACS+ configuration using Fabric Manager, follow these steps:

Step1  Expand Switches > Security > AAA, and then select either RADIUS or TACACS+. You see the
RADIUS or TACACS+ configuration in the Information pane.

Step2  Click the CFS tab. You see the RADIUS or TACACS+ CFS configuration.

Step3  Choose commitChanges in the Config Action drop-down list for all switches that you want to enable
CFS for RADIUS or TACACS+.

Step4  Click Apply Changes to distribute the changes through the fabric.

Discarding the Distribution Session

Discarding the distribution of a session in progress causes the configuration in the temporary buffer to
be dropped. The distribution is not applied.

To discard RADIUS or TACACS+ distribution using Fabric Manager, follow these steps:

Step 1 Expand Switches > Security > AAA, and then select either RADIUS or TACACS+. You see either the
RADIUS or TACACS+ configuration in the Information pane.

Step2  Click the CFS tab. You see either the RADIUS or TACACS+ CFS configuration.

Step3  Choose abort from the Config Action drop-down list for each switch that should discard the pending
RADIUS or TACACS+ distribution.

Step4  Click Apply Changes.

Clearing Sessions

To clear a RADIUS or TACACS+ distribution using Fabric Manager, follow these steps:

Step 1 Expand Switches > Security > AAA and then select either RADIUS or TACACS+.
You see either the RADIUS or TACACS+ configuration in the Information pane.
Step2  Choose the CFS tab. You see either the RADIUS or TACACS+ CFS configuration.

Step3  Choose clear from the Config Action drop-down list for each switch that should clear the pending
RADIUS or TACACS+ distribution.

Stepd  Click Apply Changes.

Merge Guidelines for RADIUS and TACACS+ Configurations

The RADIUS and TACACS+ server and global configuration are merged when two fabrics merge. The
merged configuration is applied to CFS distribution-enabled switches.
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Note

A

When merging the fabric, consider the following conditions:
e The server groups are not merged.
e The server and global keys are not changed during the merge.
e The merged configuration contains all servers found on all CFS enabled switches.

¢ The timeout and retransmit parameters of the merged configuration are the largest values found per
server and global configuration.

The test parameter is distributed through CFS for the TACACS+ Daemon only. If the fabric contains
NX-0OS 5.0(1)release machines, then the test parameters will be distributed. If the fabric contains
machines running NX-0S 5.0(1) release and some running NX-OS release 4.x version, the test
parameters will be not distributed.

Caution

If there is a conflict between two switches in the server ports configured, the merge fails.

CHAP Authentication

CHAP (Challenge Handshake Authentication Protocol) is a challenge-response authentication protocol that
uses the industry-standard Message Digest 5 (MD5) hashing scheme to encrypt the response. CHAP is used
by various vendors of network access servers and clients. A server running routing and Remote Access
supports CHAP so that remote access clients that require CHAP are authenticated. CHAP is supported as an
authentication method in this release.

MSCHAP Authentication

Microsoft Challenge Handshake Authentication Protocol (MSCHAP) is the Microsoft version of CHAP.

Cisco MDS 9000 Family switches allow user logins to perform remote authentication using different versions
of MSCHAP. MSCHAP is used for authentication on a RADIUS or TACACS+ server, while MSCHAPvV2 is
used for authentication on a RADIUS server.

About Enabling MSCHAP

By default, the switch uses Password Authentication Protocol (PAP) authentication between the switch
and the remote server. If you enable MSCHAP, you need to configure your RADIUS server to recognize
the MSCHAP vendor-specific attributes. See the “About Vendor-Specific Attributes” section on

page 4-16. Table 4-1 shows the RADIUS vendor-specific attributes required for MSCHAP.

[ oL-20596-01
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Table 4-1 MSCHAP RADIUS Vendor-Specific Attributes

Vendor-1D

Number Vendor-Type Number |Vendor-Specific Attribute Description

311 11 MSCHAP-Challenge Contains the challenge sent by an AAA server to an
MSCHAP user. It can be used in both
Access-Request and Access-Challenge packets.

211 11 MSCHAP-Response Contains the response value provided by an
MS-CHAP user in response to the challenge. It is
only used in Access-Request packets.

Enabling MSCHAP Authentication
N~

Note  Password aging, MSCHAPv2 and MSCHAP authentication can fail if one of these authentication is not
disabled.

To enable MSCHAP authentication using Device Manager, follow these steps:

Step1  Click Security > AAA.

You see the AAA configuration in the Information pane (see Figure 4-9).

Figure 4-9 AAA Configuration in Device Manager
® 182.0.2.255 - AmA (CFS Enabled)
Servers rServer Groups rAJ:up\icat\nns rQaFaults rgeneral rﬁuthentitatinn Statistics rﬁuthnrizatinn Statistics rgccnunt\ng Skatistics rgtat\stics ]
rES
Protocol, Id | IP Address Type | Name or IP Address AuthPort  AcctPart  KeyType TimeOut {s) | Retransmits | IdleTime {m) = TestUser  TestPassword
radius, 1 ipvd 10.64.65.57 1812 1813|plain default default Ojkest
radius, 2 iptd 1.1.12.2 1812 1813|notConfigured |default defaul: 0test
radius, 3 ipredt 10.77.13.240 1812 1813 |notConfigured |default defaul: 0test
radius, 4 ipve 0010:0010:0010;:0010 1812 1813 |notConfigured |default defaul: 0test
radius, 5 dns serajann 1812 1813 |notCanfigured |default defaul: Otest
radius, 6 iped 10.64.66,141 1812 1813 |notConfigured |default default Oltest
radius, 7 iped 10,77.13.254 1812 1813 |notConfigured |default default Oltest
radius, 8 ipd 10.77.13.249 1812 1813 natConfigured |defaulk default 0kest
radius, 9 ipvd 1.1.2.2 1812 1813|notConfigured |default default Ojkest
radius, 10 ipvd 1.1.2.3 1812 1813|notConfigured |default defaul: 0test
radius, 11 iptd 1.1.2.13 1812 1813|notConfigured |default defaul: 0test
radius, 12 ipvd 20,20.20.20 1812 1813 |notConfigured |default defaul: 0jkest
0
F="] [ create... refresh | [ Hep | [ cose | g
12 row(s) '"N"

Step2  Click the General tab.
You see the MSCHAP configuration (see Figure 4-10).
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Figure 4-10 MSCHAP Configuration

® 192.0.2.255 - AAf (CFS Enabled)

Servers rServer Groups rAJJpIications rgefaulty’ General r&uthentication Statistics r&uthorization Statistics r&ccounting Stati 1 b E
O

[] AuthTypeMSCHAPYZ

[ Refresh ][ Help ][ Close ]

276190

Step3  Check the AuthTypeMSCHAP or AuthTypeMSCHAPv2 check box to use MSCHAP or MSCHAPv?2
to authenticate users on the switch.

Step4  Click Apply Changes to save the changes.

Local AAA Services

The system maintains the username and password locally and stores the password information in
encrypted form. You are authenticated based on the locally stored user information.

Disabling AAA Authentication

You can turn off password verification using the none option. If you configure this option, users can log
in without giving a valid password. But the user should at least exist locally on the Cisco MDS 9000
Family switch.

A

Caution  Use this option cautiously. If configured, any user can access the switch at any time.

Refer to the Cisco MDS 9000 Family NX-OS Security Configuration Guide to configure this option.

Configuring Accounting Services

Accounting refers to the log information that is kept for each management session in a switch. This
information may be used to generate reports for troubleshooting and auditing purposes. Accounting can
be implemented locally or remotely (using RADIUS). The default maximum size of the accounting log
is 250,000 bytes and cannot be changed.

Tip The Cisco MDS 9000 Family switch uses interim-update RADIUS accounting-request packets to
communicate accounting log information to the RADIUS server. The RADIUS server must be
appropriately configured to log the information communicated in these packets. Several servers typically
have log update/watchdog packets flags in the AAA client configuration. Turn on this flag to ensure
proper RADIUS accounting.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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>
Note  Configuration operations are automatically recorded in the accounting log if they are performed in

configuration mode. Additionally, important system events (for example, configuration save and system
switchover) are also recorded in the accounting log.

Configuring Cisco Access Control Servers

The Cisco Access Control Server (ACS) uses TACACS+ and RADIUS protocols to provide AAA
services that ensure a secure environment. When using the AAA server, user management is normally
done using Cisco ACS. Figure 4-11, Figure 4-12, Figure 4-13, and Figure 4-14 display ACS server user
setup configurations for network-admin roles and multiple roles using either RADIUS or TACACS+.

Figure 4-11 Configuring the network-admin Role When Using RADIUS
Cisco Srstems USE[ Sﬂmp ]|
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Figure 4-12

Configuring Multiple Roles with SNMPv3 Attributes When Using RADIUS

Configuring Cisco Access Control Servers
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Figure 4-13 Configuring the network-admin Role with SNMPv3 Attributes When Using TACACS+
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Figure 4-14
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Default Settings

Table 4-2 lists the default settings for all switch security features in any switch.

Table 4-2

Default Switch Security Settings

The Delete button appears only when you are editing —

Parameters

Default

Roles in Cisco MDS switches

Network operator (network-operator)

AAA configuration services Local
Authentication port 1812
Accounting port 1813
Preshared key communication Clear text
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Table 4-2 Default Switch Security Settings (continued)

Parameters

Default

RADIUS server timeout

1 (one) second

RADIUS server retries Once
Authorization Disabled
aaa user default role enabled
RADIUS server directed requests Disabled
TACACS+ Disabled

TACACS+ servers

None configured

TACACS+ server timeout 5 seconds
TACACS+ server directed requests Disabled
AAA server distribution Disabled
Accounting log size 250 KB

[l Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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CHAPTER 5

Configuring IPv4 and IPv6 Access Control Lists

Cisco MDS 9000 Family switches can route IP version 4 (IPv4) traffic between Ethernet and Fibre
Channel interfaces. The IP static routing feature routes traffic between VSANs. To do so, each VSAN
must be in a different IPv4 subnetwork. Each Cisco MDS 9000 Family switch provides the following
services for network management systems (NMS):

e [P forwarding on the out-of-band Ethernet interface (mgmt0) on the front panel of the supervisor
modules.

e [P forwarding on the in-band Fibre Channel interface using the IP over Fibre Channel (IPFC)
function—IPFC specifies how IP frames can be transported over Fibre Channel using encapsulation
techniques. IP frames are encapsulated into Fibre Channel frames so NMS information can cross the
Fibre Channel network without using an overlay Ethernet network.

e [P routing (default routing and static routing)—If your configuration does not need an external
router, you can configure a default route using static routing.

Switches are compliant with RFC 2338 standards for Virtual Router Redundancy Protocol (VRRP)
features. VRRP is a restartable application that provides a redundant, alternate path to the gateway
switch.

IPv4 Access Control Lists (IPv4-ACLs and IPv6-ACLs) provide basic network security to all switches
in the Cisco MDS 9000 Family. IPv4-ACLs and IPv6-ACLs restrict IP-related traffic based on the
configured IP filters. A filter contains the rules to match an IP packet, and if the packet matches, the rule
also stipulates if the packet should be permitted or denied.

Each switch in the Cisco MDS 9000 Family can have a maximum total of 128 [Pv4-ACLs or 128
IPv6-ACLs and each IPv4-ACL or IPv6-ACL can have a maximum of 256 filters.

This chapter includes the following sections:
e [Pv4-ACL and IPv6-ACL Configuration Guidelines, page 5-2
e About Filter Contents, page 5-3
¢ Creating IPv4-ACLs or IPv6-ACLs with the IP-ACL Wizard, page 5-5
e Creating IPv4-ACLs or IPv6-ACLs, page 5-6
¢ Reading the IP-ACL Log Dump, page 5-9
e Applying an IP-ACL to an Interface, page 5-10
e Example IP-ACL Configuration, page 5-12
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About IPv4 and IPv6 Access Control Lists

Cisco MDS 9000 Family switches can route IP version 4 (IPv4) traffic between Ethernet and Fibre
Channel interfaces. The IP static routing feature routes traffic between VSANs. To do so, each VSAN
must be in a different IPv4 subnetwork. Each Cisco MDS 9000 Family switch provides the following
services for network management systems (NMS):

e [P forwarding on the out-of-band Ethernet interface (mgmt0) on the front panel of the supervisor
modules.

e [P forwarding on the in-band Fibre Channel interface using the IP over Fibre Channel (IPFC)
function—IPFC specifies how IP frames can be transported over Fibre Channel using encapsulation
techniques. IP frames are encapsulated into Fibre Channel frames so NMS information can cross the
Fibre Channel network without using an overlay Ethernet network.

e [P routing (default routing and static routing)—If your configuration does not need an external
router, you can configure a default route using static routing.

IPv4 Access Control Lists (IPv4-ACLs and IPv6-ACLs) provide basic network security to all switches
in the Cisco MDS 9000 Family. IPv4-ACLs and IPv6-ACLs restrict IP-related traffic based on the
configured IP filters. A filter contains the rules to match an IP packet, and if the packet matches, the rule
also stipulates if the packet should be permitted or denied.

Each switch in the Cisco MDS 9000 Family can have a maximum total of 128 IPv4-ACLs or 128
IPv6-ACLs and each IPv4-ACL or IPv6-ACL can have a maximum of 256 filters.

IPv4-ACL and IPv6-ACL Configuration Guidelines

Follow these guidelines when configuring IPv4-ACLs or IPv6-ACLs in any switch or director in the
Cisco MDS 9000 Family:

¢ You can apply IPv4-ACLs or IPv6-ACLs to VSAN interfaces, the management interface, Gigabit
Ethernet interfaces on IPS modules and MPS-14/2 modules, and Ethernet PortChannel interfaces.

Je

Tip If IPv4-ACLs or IPv6-ACLs are already configured in a Gigabit Ethernet interface, you cannot
add this interface to an Ethernet PortChannel group. See Cisco MDS 9000 Family NX-OS IP
Services Configuration GuideCisco Fabric Manager IP Services Configuration Guide for
guidelines on configuring IPv4-ACLs.

A

Caution Do not apply IPv4-ACLs or IPv6-ACLs to only one member of a PortChannel group. Apply
IPv4-ACLs or IPv6-ACLs to the entire channel group.

e Configure the order of conditions accurately. As the IPv4-ACL or the IPv6-ACL filters are
sequentially applied to the IP flows, only the first match determines the action taken. Subsequent
matches are not considered. Be sure to configure the most important condition first. If no conditions
match, the software drops the packet.

e Configure explicit deny on the IP Storage Gigabit Ethernet ports to apply IP ACLs because implicit
deny does not take effect on these ports.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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About Filter Contents

An IP filter contains rules for matching an IP packet based on the protocol, address, port, ICMP type,
and type of service (TS).

This section includes the following topics:
e Protocol Information, page 5-3
e Address Information, page 5-3
e Port Information, page 5-4
e [CMP Information, page 5-4
e ToS Information, page 5-5

Protocol Information

The protocol information is required in each filter. It identifies the name or number of an IP protocol.
You can specify the IP protocol in one of two ways:

¢ Specify an integer ranging from O to 255. This number represents the IP protocol.

¢ Specify the name of a protocol including, but not restricted to, Internet Protocol (IP), Transmission
Control Protocol (TCP), User Datagram Protocol (UDP), and Internet Control Message Protocol
(ICMP).

>
Note  When configuring IPv4-ACLs or IPv6-ACLs on Gigabit Ethernet interfaces, only use the TCP
or ICMP options.

Address Information

The address information is required in each filter. It identifies the following details:
¢ Source—The address of the network or host from which the packet is being sent.
¢ Source-wildcard—The wildcard bits applied to the source.
e Destination—The number of the network or host to which the packet is being sent.
e Destination-wildcard—The wildcard bits applied to the destination.
Specify the source and source-wildcard or the destination and destination-wildcard in one of two ways:

e Using the 32-bit quantity in four-part, dotted decimal format (10.1.1.2/0.0.0.0 is the same as host
10.1.1.2).

— Each wildcard bit set to zero indicates that the corresponding bit position in the packet's IPv4
address must exactly match the bit value in the corresponding bit position in the source.

— Each wildcard bit set to one indicates that both a zero bit and a one bit in the corresponding
position of the packet's IPv4 or IPv6 address will be considered a match to this access list entry.
Place ones in the bit positions you want to ignore. For example, 0.0.255.255 requires an exact
match of only the first 16 bits of the source. Wildcard bits set to one do not need to be contiguous
in the source-wildcard. For example, a source-wildcard of 0.255.0.64 would be valid.

e Using the any option as an abbreviation for a source and source-wildcard or destination and
destination-wildcard (0.0.0.0/255.255.255.255)

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Port Information

The port information is optional. To compare the source and destination ports, use the eq (equal) option,
the gt (greater than) option, the It (less than) option, or the range (range of ports) option. You can specify
the port information in one of two ways:

e Specify the number of the port. Port numbers range from 0 to 65535. Table 5-1 displays the port
numbers recognized by the Cisco NX-OS software for associated TCP and UDP ports.

e Specify the name of a TCP or UDP port as follows:

— TCP port names can only be used when filtering TCP.

— UDP port names can only be used when filtering UDP.

Table 5-1 TCP and UDP Port Numbers
Protocol Port Number
UDP dns 53
tftp 69
ntp 123
radius accounting 1646 or 1813
radius authentication 1645 or 1812
snmp 161
snmp-trap 162
syslog 514
TCP! ftp 20
ftp-data 21
ssh 22
telnet 23
smtp 25
tasacs-ds 65
WWW 80
sftp 115
http 143
wbem-http 5988
wbem-https 5989

1. If the TCP connection is already established, use the established option to find matches. A match occurs if the TCP datagram

has the ACK, FIN, PSH, RST, or URG control bit set.

ICMP Information

IP packets can be filtered based on the following optional ICMP conditions:

e icmp-type—The ICMP message type is a number from 0 to 255.

¢ icmp-code—The ICMP message code is a number from 0 to 255.

[l Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Table 5-2 displays the value for each ICMP type.

Table 5-2 ICMP Type Value
ICMP Type' Code
echo 8
echo-reply 0
destination unreachable 3
traceroute 30
time exceeded 11

1. ICMP redirect packets are always rejected.

ToS Information

IP packets can be filtered based on the following optional ToS conditions:
e ToS level—The level is specified by a number from O to 15.

¢ ToS name—The name can be max-reliability, max-throughput, min-delay, min-monetary-cost, and
normal.

Creating IPv4-ACLs or IPv6-ACLs with the IP-ACL Wizard

Step 1

Step 2

Step 1

Traffic coming into the switch is compared to IPv4-ACL or IPv6-ACL filters based on the order that the
filters occur in the switch. New filters are added to the end of the IPv4-ACL or the IPv6-ACL. The switch
keeps looking until it has a match. If no matches are found when the switch reaches the end of the filter,
the traffic is denied. For this reason, you should have the frequently hit filters at the top of the filter.
There is an implied deny for traffic that is not permitted. A single-entry IPv4-ACL or IPv6-ACL with
only one deny entry has the effect of denying all traffic.

To configure an IPv4-ACL or an IPv6-ACL, follow these steps:

Create an IPv4-ACL or an IPv6-ACL by specifying a filter name and one or more access condition(s).
Filters require the source and destination address to match a condition. Use optional keywords to
configure finer granularity.

~

Note  The filter entries are executed in sequential order. You can only add the entries to the end of the
list. Take care to add the entries in the correct order.

Apply the access filter to specified interfaces.

To create an ordered list of IP filters in a named IPv4-ACL or IPv6-ACL profile using the IPv4-ACL
Wizard in Fabric Manager, follow these steps:

Click the IP ACL Wizard icon from the Fabric Manager toolbar (see Figure 5-1).

[ oL-20596-01
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Step 2

Step 3
Step 4

Step 5
Step 6
Step 7
Step 8

Step 9

Step 10
Step 11
Step 12

Figure 5-1 IP ACL Wizard
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armance  Server  Help !
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You see the IP ACL Wizard.
Enter a name for the IP-ACL.

~

Note If you are creating an IPv6-ACL, check the IPv6 check box.

Click Add to add a new rule to this IP-ACL. You see a new rule in the table with default values.

Modify the Source IP and Source Mask as necessary for your filter.

~

Note The IP-ACL Wizard only creates inbound IP filters.

Choose the appropriate filter type from the Application drop-down list.
Choose permit or deny from the Action drop-down list.

Repeat Step 3 through Step 6 for additional IP filters.

Click Up or Down to order the filters in this IP-ACL.

Je

ﬁ Order the IP filters carefully. Traffic is compared to the IP filters in order. The first match is
applied and the rest are ignored.

Click Next.

You see a list of switches that you can apply this IP-ACL.

Uncheck any switches that you do not want to apply this IP-ACL.
Select the Interface you want to apply this IP-ACL.

Click Finish to create this IP-ACL and apply it to the selected switches.

Creating IPv4-ACLs or IPv6-ACLs

Step 1

To add entries to an existing IPv4-ACL or an IPv6-ACL using Device Manager, follow these steps:

Choose Security > IP ACL.
You see the IP ACL dialog box shown in Figure 5-2.
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Figure 5-2 IP ACL Dialog Box
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Step2  Click Create to create an IP-ACL profile.
You see the Create IP ACL Profiles dialog box shown in Figure 5-3.

Figure 5-3 Create IP ACL Profiles Dialog Box
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Step3  Enter an IP-ACL profile name.
Stepd  Click Create and then click Close.
This creates a new IP-ACL profile.
Step5  Click the IP-ACL you created and click Rules.

After you create an IPv4-ACL or an IPv6-ACL, you can add subsequent IP filters at the end of the
IPv4-ACL or the IPv6-ACL if you are using Device Manager. Fabric Manager allows you to reorder
existing rules for a profile. You cannot insert filters in the middle of an IPv4-ACL or an IPv6-ACL. Each
configured entry is automatically added to the end of a IPv4-ACL or an IPv6-ACL.

You see the IP ACL dialog box shown in Figure 5-4.

Figure 5-4 IP ACL Profile Dialog Box
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Step6  Click Create to create an IP filter.
You see the Create IP Filter dialog box shown in Figure 5-5.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Figure 5-5 Create IP Filter Dialog Box
. sw172-22-46-220 - Create IP Filter for Profile:sw172-22-46-220 - IP A... @
Incles: 2|
Action: (%) deny () permit
Protocal: -1 any W -1.255
~Source
[ any Address: Wildcard:
Paorts: O w |0.65535 Too 695935 | 0.65535
[ any Address: Wildcard:
Paorts: O w |0.65535 Too 695935 | 0.65535
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ICMPCode: -1 any W -1.255
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.
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Step7  Choose either permit or deny for the Action and set the IP Number in the Protocol field. The drop-down
menu provides common filtered protocols.

Step8  Set the source IP address you want this filter to match against and the wildcard mask, or check the any
check box to match this filter against any IP address.

This creates an IP filter that will check the source IP address of frames.

~

Note  The wildcard mask denotes a subset of the IP address you want to match against. This allows a
range of addresses to match against this filter.

Step9  Set the transport layer source port range if the protocol chosen is TCP or UDP.
Step10 Repeat Step 8 and Step 9 for the destination IP address and port range.

This creates an IP filter that will check the destination IP address of frames.
Step11  Set the ToS, ICMPType, and ICMPCode fields as appropriate.

Step12  Check the TCPEstablished check box if you want to match TCP connections with
ACK,FIN,PSH,RST,SYN or URG control bits set.

Step13  Check the LogEnabled check box if you want to log all frames that match this IP filter.
Step14 Click Create to create this IP filter and add it to your IP-ACL.

Removing IP Filters from an Existing IPv4-ACL or IPv6-ACL

To remove configured entries from an IPv4-ACL or an IPv6-ACL using Device Manager, follow these
steps:

Step1  Choose Security > IP ACLs.
You see the IP-ACL dialog box (see Figure 5-2).

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Step2  Click the IP-ACL you want to modify and click Rules.
You see the list of IP filters associated with this IP-ACL (see Figure 5-4).
Step3  Select the filter that you want to delete and click Delete to delete that IP filter.

Deleting IP-ACLs

You must delete the association between the IP-ACL and interfaces before deleting the IP-ACL.

To delete an IP-ACL using Fabric Manager, follow these steps:

Step1  Expand Switches > Security and then select IP ACL from the Physical Attributes pane.
You see the IP-ACL configuration in the Information pane.
Step2  Click the Profiles tab.
You see a list of switches, ACLs, and profile names.
Step3  Select the row you want to delete. To delete multiple rows, hold down the Shift key while selecting rows.
Stepd  Click Delete Row. The IP-ACLs are deleted.

Reading the IP-ACL Log Dump

Use the LogEnabled check box option during IP filter creation to log information about packets that
match this filter. The log output displays the ACL number, permit or deny status, and port information.

For the input ACL, the log displays the raw MAC information. The keyword “MAC=" does not refer to
showing an Ethernet MAC frame with MAC address information. It refers to the Layer 2 MAC-layer
information dumped to the log. For the output ACL, the raw Layer 2 information is not logged.

The following example is an input ACL log dump:

Jul 17 20:38:44 excal-2

SKERN-7-SYSTEM_MSG:

$IPACL-7-DENY:IN=vsanl OUT=
MAC=10:00:00:05:30:00:47:d£:10:00:00:05:30:00:8a:1f:aa:2a:03:00:00:00:08:00:45:00:00:54:00
:00:40:00:40:01:0e:86:0b:0b:0b:0c:0b:0b:0b:02:08:00:££:9¢c:01:15:05:00:6£:09:17:3£:80:02:01
:00:08:09:0a:0b:0c:0d:0e:0£:10:11:12:13:14:15:16:17:18:19:1a:1b:1c:1d:1e:1£:20:21:22:23:24
:25:26:27:28:29:2a:2b SRC=11.11.11.12 DST=11.11.11.2 LEN=84 TOS=0x00 PREC=0x00 TTL=64 ID=0
DF PROTO=ICMP TYPE=8 CODE=0 ID=277 SEQ=1280

The following example is an output ACL log dump:

Jul 17 20:38:44 excal-2

$KERN-7-SYSTEM_MSG:

%IPACL-7-DENY:IN= OUT=vsanl SRC=11.11.11.2 DST=11.11.11.12 LEN=84 TOS=0x00 PREC=0x00
TTL=255 ID=38095 PROTO=ICMP TYPE=0 CODE=0 ID=277 SEQ=1280

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Applying an IP-ACL to an Interface

Tip

Je

Tip

A

You can define IP-ACLs without applying them. However, the IP-ACLs will have no effect until they
are applied to an interface on the switch. You can apply IP-ACLs to VSAN interfaces, the management
interface, Gigabit Ethernet interfaces on IPS modules and MPS-14/2 modules, and Ethernet PortChannel
interfaces.

Apply the IP-ACL on the interface closest to the source of the traffic.

When you are trying to block traffic from source to destination, you can apply an inbound IPv4-ACL to
MO on Switch 1 instead of an outbound filter to M1 on Switch 3 (see Figure 5-6).

Figure 5-6

Denying Traffic on the Inbound Interface

. _ A A A .
traffic Mo == == == m1 traffic
source I I I destination
Switch 1 Switch 2 Switch 3 8

The access-group option controls access to an interface. Each interface can only be associated with one
IP-ACL per direction. The ingress direction can have a different IP-ACL than the egress direction. The
IP-ACL becomes active when applied to the interface.

Create all conditions in an IP-ACL before applying it to the interface.

Caution

If you apply an IP-ACL to an interface before creating it, all packets in that interface are dropped because
the IP-ACL is empty.

The terms in, out, source, and destination are used as referenced by the switch:

e In—Traffic that arrives at the interface and goes through the switch; the source is where it
transmitted from and the destination is where it is transmitted to (on the other side of the router).

The IP-ACL applied to the interface for the ingress traffic affects both local and remote traffic.

e Qut—Traffic that has already been through the switch and is leaving the interface; the source is
where it transmitted from and the destination is where it is transmitted to.

Je

ﬁ The IP-ACL applied to the interface for the egress traffic only affects local traffic.

[l Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Applying an IP-ACL to mgmt0

Step 1

Step 2

Step 3

Step 4

Step 5
Step 6

Step 7

A system default ACL called mgmt0 exists on the mgmtO interface. This ACL is not visible to the user,
so mgmt0 is a reserved ACL name that cannot be used. The mgmt0 ACL blocks most ports and only
allows access to required ports in compliance to accepted security policies.

To apply an IP-ACL to an interface using Fabric Manager, follow these steps:

Expand Switches > Security and then select IP ACL in the Physical Attributes pane.
You see the IP-ACL configuration in the Information pane.

Click the Interfaces tab.

You see a list of interfaces and associated IP-ACLs.

Click Create Row.

You see the Create Interfaces dialog box shown in Figure 5-7.

Figure 5-7 Create Interfaces Dialog Box
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(Optional) Remove the switches you do not want to include in the IP-ACL by unchecking the check
boxes next to the switch addresses.

Set the interface you want associated with an IPv4-ACL or IPv6-ACL in the Interface field.
Choose a ProfileDirection (either inbound or outbound).
Enter the IP-ACL name in the Profile Name field.

~

Note  This IP-ACL name must have already been created using the Create Profiles dialog box. If not,
no filters will be enabled until you to go to the Create Profiles dialog box and create the profile.

Click Create to associate the IP-ACL.

You see the newly associated access list in the list of [P-ACLs.

[ oL-20596-01
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Example IP-ACL Configuration

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

To define an IP-ACL that restricts management access using Device Manager, follow these steps:

Choose Security > IP ACL.

You see the IP-ACL dialog box in Figure 5-2.

Click Create to create an IP-ACL.

You see the Create IP ACL Profiles dialog box shown in Figure 5-3.
Enter RestrictMgmt as the profile name and click Create.

This creates an empty IP-ACL named RestrictMgmt (see Figure 5-8).

Figure 5-8 RestrictMgmt Profile Added to the List

@ sw172-22-46-220 - IP ACL 53

Profiles | nterfaces

B = R

Mame Type
myipvBextac IPvE
ac1B2edclB2lac] 62ee8 2 P4
ac162eedl 12lac1 62edcl512 P4
Restricttamt P4

Refresh ][ Help ][ Close ]

54316

created.

Select RestrictMgmt and click Rules.

You see an empty list of IP filters associated with this IP-ACL.

Click Create to create the first IP filter.

You see the Create IP Filter dialog box shown in Figure 5-5.

Create an IP filter to allow management communications from a trusted subnet:

a. Choose the permit Action and select 0 IP from the Protocol drop-down menu.

b. Set the source IP address to 10.67.16.0 and the wildcard mask to 0.0.0.255.

~

Note  The wildcard mask denotes a subset of the IP address you want to match against. This allows
a range of addresses to match against this filter.

c. Check the any check box for the destination address.
d. Click Create to create this IP filter and add it to the RestrictMgmt IP-ACL.

Repeat Step a through Step d to create an IP filter that allows communications for all addresses in the
10.67.16.0/24 subnet.

Create an IP filter to allow ICMP ping commands:
a. Choose the permit Action and select 1-ICMP from the Protocol drop-down menu.
b. Check the any check box for the source address.

c. Check the any check box for the destination address.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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d.

e.

Select 8 echo from the ICMPType drop-down menu.
Click Create to create this IP filter and add it to the RestrictMgmt IP-ACL.

Repeat Step a through Step e to create an IP filter that allows ICMP ping.

Step8  Create a final IP Filter to block all other traffic:

a.
b.
c.
d.

e.

Choose the deny Action and select 0 IP from the Protocol drop-down menu.
Check the any check box for the source address.

Check the any check box for the destination address.

Click Create to create this IP filter and add it to the RestrictMgmt IP-ACL.
Click Close to close the Create IP Filter dialog box.

Repeat Step a through Step d to create an IP filter that blocks all other traffic.

Step9  Apply the RestrictMgmt IP ACL to the mgmtO interface:

b.

c.
d.
e.

f.

Click Security, select IP ACL and then click the Interfaces tab in the IP ACL dialog box.
Click Create.

You see the Create IP-ACL Interfaces dialog box.

Select mgmt0 from the Interfaces drop-down menu.

Select the inbound Profile Director.

Select RestrictMgmt from the ProfileName drop-down menu.

Click Create to apply the RestrictMgmt IP-ACL to the mgmtO interface.

Repeat Step a through Step f to apply the new IP-ACL to the mgmtO interface.

[ oL-20596-01
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CHAPTER

Configuring Certificate Authorities and Digital
Certificates

This chapter includes the following sections:
e About CAs and Digital Certificates, page 6-1
e Configuring CAs and Digital Certificates, page 6-6
e Example Configurations, page 6-16
e Maximum Limits, page 6-35

e Default Settings, page 6-36

About CAs and Digital Certificates

Public Key Infrastructure (PKI) support provides the means for the Cisco MDS 9000 Family switches to
obtain and use digital certificates for secure communication in the network. PKI support provides
manageability and scalability for IPsec/IKE and SSH.

Certificate Authotities (CAs) manage certificate requests and issue certificates to participating entities
such as hosts, network devices, or users. The CAs provide centralized key management for the
participating entities.

Digital signatures, based on public key cryptography, digitally authenticate devices and individual users.
In public key cryptography, such as the RSA encryption system, each device or user has a key-pair
containing both a private key and a public key. The private key is kept secret and is known only to the
owning device or user only. However, the public key is known to everybody. The keys act as
complements. Anything encrypted with one of the keys can be decrypted with the other. A signature is
formed when data is encrypted with a sender’s private key. The receiver verifies the signature by
decrypting the message with the sender’s public key. This process relies on the receiver having a copy
of the sender’s public key and knowing with a high degree of certainty that it really does belong to the
sender and not to someone pretending to be the sender.

This section provides information about certificate authorities (CAs) and digital certificates, and
includes the following topics:

e Purpose of CAs and Digital Certificates, page 6-2

e Trust Model, Trust Points, and Identity CAs, page 6-2
e RSA Key-Pairs and Identity Certificates, page 6-3

e Multiple Trusted CA Support, page 6-3

[ oL-20596-01
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e PKI Enrollment Support, page 6-4

e Manual Enrollment Using Cut-and-Paste Method, page 6-4

e Multiple RSA Key-Pair and Identity CA Support, page 6-4

e Peer Certificate Verification, page 6-5

e CRL Downloading, Caching, and Checking Support, page 6-5

e OCSP Support, page 6-5

e Import and Export Support for Certificates and Associated Key-Pairs, page 6-5

Purpose of CAs and Digital Certificates

CAs manage certificate requests and issue certificates to participating entities such as hosts, network
devices, or users. The CAs provide centralized key management for the participating entities.

Digital signatures, based on public key cryptography, digitally authenticate devices and individual users.
In public key cryptography, such as the RSA encryption system, each device or user has a key-pair
containing both a private key and a public key. The private key is kept secret and is known only to the
owning device or user only. However, the public key is known to everybody. The keys act as
complements. Anything encrypted with one of the keys can be decrypted with the other. A signature is
formed when data is encrypted with a sender’s private key. The receiver verifies the signature by
decrypting the message with the sender’s public key. This process relies on the receiver having a copy
of the sender’s public key and knowing with a high degree of certainty that it really does belong to the
sender and not to someone pretending to be the sender.

Digital certificates link the digital signature to the sender. A digital certificate contains information to
identify a user or device, such as the name, serial number, company, department, or IP address. It also
contains a copy of the entity’s public key. The certificate is itself signed by a CA, a third party that is
explicitly trusted by the receiver to validate identities and to create digital certificates.

To validate the signature of the CA, the receiver must first know the CA’s public key. Normally this
process is handled out-of-band or through an operation done at installation. For instance, most web
browsers are configured with the public keys of several CAs by default. The Internet Key Exchange
(IKE), an essential component of IPsec, can use digital signatures to scalably authenticate peer devices
before setting up security associations.

Trust Model, Trust Points, and Identity CAs

The trust model used in PKI support is hierarchical with multiple configurable trusted CAs. Each
participating entity is configured with a list of CAs to be trusted so that the peer’s certificate obtained
during the security protocol exchanges can be verified, provided it has been issued by one of the locally
trusted CAs. To accomplish this, the CA’s self-signed root certificate (or certificate chain for a
subordinate CA) is locally stored. The process of securely obtaining a trusted CA’s root certificate (or
the entire chain in the case of a subordinate CA) and storing it locally is called CA authentication and is
a mandatory step in trusting a CA.

The information about a trusted CA that is locally configured is called the trust point and the CA itself
is called a trust point CA. This information consists of CA certificate (or certificate chain in case of a
subordinate CA) and the certificate revocation checking information.

The MDS switch can also enroll with a trust point to obtain an identity certificate (for example, for
IPsec/IKE). This trust point is called an identity CA.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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RSA Key-Pairs and Identity Certificates

You can generate one or more RSA key-pairs and associate each RSA key-pair with a trust point CA
where the MDS switch intends to enroll to obtain an identity certificate. The MDS switch needs only one
identity per CA, which consists of one key-pair and one identity certificate per CA.

Cisco MDS NX-OS allows you to generate RSA key-pairs with a configurable key size (or modulus).
The default key size is 512. You can also configure an RSA key-pair label. The default key label is the
switch fully qualified domain name (FQDN).

The following list summarizes the relationship between trust points, RSA key-pairs, and identity
certificates:

e A trust point corresponds to a specific CA that the MDS switch trusts for peer certificate verification
for any application (such as IKE or SSH).

¢ An MDS switch can have many trust points and all applications on the switch can trust a peer
certificate issued by any of the trust point CAs.

e A trust point is not restricted to a specific application.

e An MDS switch enrolls with the CA corresponding to the trust point to obtain an identity certificate.
You can enroll your switch with multiple trust points thereby obtaining a separate identity certificate
from each trust point. The identity certificates are used by applications depending upon the purposes
specified in the certificate by the issuing CA. The purpose of a certificate is stored in the certificate
as certificate extensions.

e When enrolling with a trust point, you must specify an RSA key-pair to be certified. This key-pair
must be generated and associated to the trust point before generating the enrollment request. The
association between the trust point, key-pair, and identity certificate is valid until it is explicitly
removed by deleting the certificate, key-pair, or trust point.

e The subject name in the identity certificate is the fully qualified domain name for the MDS switch.

¢ You can generate one or more RSA key-pairs on a switch and each can be associated to one or more
trust points. But no more than one key-pair can be associated to a trust point, which means only one
identity certificate is allowed from a CA.

e If multiple identity certificates (each from a distinct CA) have been obtained, the certificate that an
application selects to use in a security protocol exchange with a peer is application specific.

¢ You do not need to designate one or more trust points for an application. Any application can use
any certificate issued by any trust point as long as the certificate purpose satisfies the application
requirements.

¢ You do not need more than one identity certificate from a trust point or more than one key-pair to
be associated to a trust point. A CA certifies a given identity (name) only once and does not issue
multiple certificates with the same subject name. If you need more than one identity certificate for
a CA, then define another trust point for the same CA, associate another key-pair to it, and have it
certified, provided CA allows multiple certificates with the same subject name.

Multiple Trusted CA Support

An MDS switch can be configured to trust multiple CAs by configuring multiple trust points and
associating each with a distinct CA. With multiple trusted CAs, you do not have to enroll a switch with
the specific CA that issued a certificate to a peer. Instead, you configure the switch with multiple trusted
CAss that the peer trusts. A switch can then use a configured trusted CA to verify certificates offered by
a peer that were not issued by the same CA defined in the identity of the switch.

[ oL-20596-01
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Configuring multiple trusted CAs allows two or more switches enrolled under different domains
(different CAs) to verify the identity of each other when using IKE to set up IPsec tunnels.

PKI Enrollment Support

Enrollment is the process of obtaining an identity certificate for the switch that is used for applications
such as IPsec/IKE or SSH. It occurs between the switch requesting the certificate and the certificate
authority.

The PKI enrollment process for a switch involves the following steps:
1. Generate an RSA private and public key-pair on the switch.
2. Generate a certificate request in standard format and forward it to the CA.

3. Manual intervention at the CA server by the CA administrator may be required to approve the
enrollment request, when it is received by the CA.

4. Receive the issued certificate back from the CA, signed with the CA’s private key.

5. Write the certificate into a nonvolatile storage area on the switch (bootflash).

Manual Enroliment Using Cut-and-Paste Method

Cisco MDS NX-OS supports certificate retrieval and enrollment using a manual cut-and-paste method.
Cut-and-paste enrollment literally means you must cut and paste the certificate requests and resulting
certificates between the switch and the CA, as follows:

1. Create an enrollment certificate request, which is displayed in base64-encoded text form.

2. Cut and paste the encoded certificate request text in an e-mail message or in a web form and send it
to the CA.

3. Receive the issued certificate (in base64-encoded text form) from the CA in an e-mail message or
in a web browser download.

4. Cut and paste the issued certificate to the switch using the certificate import facility.

~

Note  Fabric Manager does not support cut and paste. Instead, it allows the enrollment request (certificate
signing request) to be saved in a file to be sent manually to the CA.

Multiple RSA Key-Pair and Identity CA Support

Multiple identity CA support enables the switch to enroll with more than one trust point. This results in
multiple identity certificates; each from a distinct CA. This allows the switch to participate in IPsec and
other applications with many peers using certificates issued by appropriate CAs that are acceptable to
those peers.

The multiple RSA key-pair support feature allows the switch to maintain a distinct key pair for each CA
with which it is enrolled. Thus, it can match policy requirements for each CA without conflicting with
the requirements specified by the other CAs, such as key length. The switch can generate multiple RSA
key-pairs and associate each key-pair with a distinct trust point. Thereafter, when enrolling with a trust
point, the associated key-pair is used to construct the certificate request.
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Peer Certificate Verification

The PKI support on an MDS switch provides the means to verify peer certificates. The switch verifies
certificates presented by peers during security exchanges pertaining to applications, such as IPsec/IKE
and SSH. The applications verify the validity of the peer certificates presented to them. The peer
certificate verification process involves the following steps:

e Verifies that the peer certificate is issued by one of the locally trusted CAs.
e Verifies that the peer certificate is valid (not expired) with respect to current time.
e Verifies that the peer certificate is not yet revoked by the issuing CA.

For revocation checking, two methods are supported: certificate revocation list (CRL) and Online
Certificate Status Protocol (OCSP). A trust point uses one or both of these methods to verify that the
peer certificate has not been revoked.

CRL Downloading, Caching, and Checking Support

Certificate revocation lists (CRLs) are maintained by CAs to give information of prematurely revoked
certificates, and the CRLs are published in a repository. The download URL is made public and also
specified in all issued certificates. A client verifying a peer’s certificate should obtain the latest CRL
from the issuing CA and use it to determine if the certificate has been revoked. A client can cache the
CRLs of some or all of its trusted CAs locally and use them later if necessary until the CRLs expire.

Cisco MDS NX-OS allows the manual configuration of pre-downloaded of CRLs for the trust points,
and then caches them in the switch bootflash (cert-store). During the verification of a peer certificate by
IPsec or SSH, the issuing CA’s CRL is consulted only if the CRL has already been cached locally and
the revocation checking is configured to use CRL. Otherwise, CRL checking is not performed and the
certificate is considered to be not revoked if no other revocation checking methods are configured. This
mode of CRL checking is called CRL optional.

OCSP Support

Online Certificate Status Protocol (OCSP) facilitates online certificate revocation checking. You can
specify an OCSP URL for each trust point. Applications choose the revocation checking mechanisms in
a specified order. The choices are CRL, OCSP, none, or a combination of these methods.

Import and Export Support for Certificates and Associated Key-Pairs

As part of the CA authentication and enrollment process, the subordinate CA certificate (or certificate
chain) and identity certificates can be imported in standard PEM (base64) format.

The complete identity information in a trust point can be exported to a file in the password-protected
PKCS#12 standard format. It can be later imported to the same switch (for example, after a system crash)
or to a replacement switch. The information in a PKCS#12 file consists of the RSA key-pair, the identity
certificate, and the CA certificate (or chain).
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Configuring CAs and Digital Certificates

This section describes the tasks you must perform to allow CAs and digital certificates your Cisco MDS
switch device to interoperate. This section includes the following sections:

e Configuring the Host Name and IP Domain Name, page 6-6

e Generating an RSA Key-Pair, page 6-6

e Creating a Trust Point CA Association, page 6-8

¢ Copying Files to Bootflash, page 6-9

e Authenticating the CA, page 6-10

e Configuring Certificate Revocation Checking Methods, page 6-11

e Generating Certificate Requests, page 6-12

¢ Installing Identity Certificates, page 6-12

e Saving Your Configuration, page 6-13

e Ensuring Trust Point Configurations Persist Across Reboots, page 6-13

e Monitoring and Maintaining CA and Certificates Configuration, page 6-14

Configuring the Host Name and IP Domain Name

A

You must configure the host name and IP domain name of the switch if they are not already configured.
This is required because switch FQDN is used as the subject in the identity certificate. Also, the switch
FQDN is used as a default key label when none is specified during key-pair generation. For example, a
certificate named SwitchA .example.com is based on a switch host name of SwitchA and a switch IP
domain name of example.com.

Caution

Changing the host name or IP domain name after generating the certificate can invalidate the certificate.

To configure the host name and IP domain name, refer to the Cisco MDS 9000 NX-OS Fundamental
Configuration Guide.

Generating an RSA Key-Pair

Step 1
Step 2

RSA key-pairs are used to sign and/or encrypt and decrypt the security payload during security protocol
exchanges for applications such as IKE/IPsec and SSH, and they are required before you can obtain a
certificate for your switch.

To generate an RSA key-pair using Fabric Manager, follow these steps:

Expand Switches > Security and then select PKI in the Information pane.
Click the RSA Key-Pair tab.

You see the information shown in Figure 6-1.
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Step 3

Step 4
Step 5
Step 6

Step 7

Figure 6-1 PKI RSA Key-Pair Information
eEPRPFrEHS &
RSA Key-Fai | Trust Point | Trust Point Actions | Trust Point Det|
[ Switch  Mame | Size | FileMame  Exportable
W-172, 22,531,154 |test rsa51Z |fisanfetcicertstoreftest key False
ly-190 test rsa51Z |fisanfetcicertstoreftest key [False
y-158 test rsa51Z |fisanfetcicertstoreftest key [False
l-185 kst rsa512 |fisanfetcicertstoreftest. key [False
|sw-159 Lest rsa512 |lisanjetcicertstoreftest key [False g
ic-186 test rsaSl2 \flisanjetclcertstare/test.key [False o

Click Create Row.
You see the Create RSA Key-Pair dialog box shown in Figure 6-2.

Figure 6-2 Create RSA Key-Pair Dialog Box

@ /SANIFabric sw172-22-46-220/VSANOOD1 /Switches/... [X]

] 72-22-46-220
Swyitches: ] 72-22-46-221

Matne:
Size: (Wrsas12 Orzatea (O real024 () rsal536 () rzal04s

[ Exportable
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Select the switches for which you want to create the RSA key-pair.
Assign a name to the RSA key-pair.
Select the Size or modulus values. Valid modulus values are 512, 768, 1024, 1536, and 2048.

S

Note The security policy (or requirement) at the local site (MDS switch) and at the CA (where
enrollment is planned) are considered in deciding the appropriate key modulus.

~

Note  The maximum number of key-pairs you can configure on a switch is 16.

Check the Exportable check box if you want the key to be exportable.

A

Caution  The exportability of a key-pair cannot be changed after key-pair generation.

~

Note  Only exportable key-pairs can be exported in PKCS#12 format.
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Step 8

Click Create to create the RSA Key-Pair.

Creating a Trust Point CA Association

Step 1
Step 2

Step 3

Step 4
Step 5
Step 6

Step 7

Step 8

To create a trust point CA association using Fabric Manager, follow these steps:

Expand Switches > Security, and then select PKI in the Physical Attributes pane.
Click the Trust Point tab in the Information Pane.

You see the information shown in Figure 6-3.

Figure 6-3 Trust Point Tab

ECERVRIPAST

RSA Key-Pair | Trusk Point | Trust Paint Actions | Trust Paint Detail

KeyPar | Revoke QCSP
Switch | Mame = Mame CheckMethods | wrl -
lv-188  |rest kest Jerl | | §

Click Create Row.

You see the Create Trust Point dialog box shown in Figure 6-4.

Figure 6-4 Create Trust Point Dialog Box
@ /SAN/Fabric sw-isola-204/Switches/Security/PKITrust ... [X]

Switch: 5
TrustPaointiarme:

KeyPairiame: | |

RevakeCheckMethods: |crl b

154324

Select the switch for which you are creating the trust point CA from the Switch drop-down menu.
Assign a name to the trust point CA.

Select a key-pair name to be associated with this trust point for enrollment. It was generated earlier in
the “Generating an RSA Key-Pair” section on page 6-6. Only one RSA key-pair can be specified per CA.

From the RevokeCheckMethod drop-down menu, select the certificate revocation method that you would
like to use (see Figure 6-4). You can use CRL, OCSP, CRL OCSP, or OCSP CRL to check for certificate
revocation. The CRL OCSP option checks for revoked certificates first in the locally stored CRL. If not
found, the switch uses OCSP to check the revoked certificates on the URL specified in Step 7.

Enter the OCSP URL if you selected an OCSP certificate revocation method.

~

Note  The OSCP URL must be configured before configuring the revocation checking method.
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Step 9

Click Create to successfully create the trust point CA.

Copying Files to Bootflash

Step 1
Step 2

Step 3

Step 4
Step 5

To copy files to bootflash using Device Manager, follow these steps:

Choose Admin > Flash Files.
Select bootflash in the Device field.

You see a list of flash files in the dialog box shown in Figure 6-5.

Figure 6-5

Flash Files

@ 172.22.31.186 - Flash Files X

Device: [lauii =08 + | Partition: |sup-lo... | |‘=j(
Matne Size Madified
bootflash Feh 20 12:09:46 2008
aga_chy log 243 Aug 10 04:13:20 2005
choot-3-0-0-310  14.851M Dec 20 08:32:10 2005
choot-3-0-0-345 1463590 Feh 14 00:06:53 2006
cert_init_debugst  1.343K Feh 14 00:12:54 2006
cigan-3-0-0-310  63.737M Dec 20 06:31:47 2005
cizan-3-0-0-346  £3.690M Feh 14 00:06:38 2006
ips_chvt log 251 Aug 10 04:13:20 2005
lost+found 12.288K Jan 03 03:50:31 1930
newer-fs 1.024K Aug 10 04:55:32 2005
radius_chw log 252 Aug 10 04:13:20 2005
security _chy.log 280 May 10 18:15:04 2004
lacacs_cnv log 252 Sug 10 04:1.35:20 2005
[ Copy... ] [ Delete ] [ Refresh ] ’ Close ]
2 Entries (Used: 171.125M, Free; 13 435M)

Click Copy.

154106

You see the Copy Files dialog box shown in Figure 6-6.

Figure 6-6

c-186 - Copy Files

Protocol: (%)

Copy Files Dialog Box

O ftp O scp (O sftp (O flashToFlash

ServerAddress:

Server Source File:

Swvitch Destination File:

171715512

bootflaszh:

B

[device: [Mpartition][path]

[ Apply H Help ” Close ]

154214

Select tftp as the Protocol field.

Click the Browse button to locate the appropriate file to copy to bootflash.
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Step 6

Click Apply to apply these changes.

Authenticating the CA

Note

Step 1
Step 2

Step 3

Step 4

Step 5

The configuration process of trusting a CA is complete only when the CA is authenticated to the MDS
switch. The switch must authenticate the CA. It does this by obtaining the self-signed certificate of the
CA in PEM format, which contains the public key of the CA. Because the certificate of the CA is
self-signed (the CA signs its own certificate) the public key of the CA should be manually authenticated
by contacting the CA administrator to compare the fingerprint of the CA certificate.

If the CA being authenticated is not a self-signed CA (that is, it is a subordinate CA to another CA, which
itself may be a subordinate to yet another CA, and so on, finally ending in a self-signed CA), then the
full list of the CA certificates of all the CAs in the certification chain needs to be input during the CA
authentication step. This is called the CA certificate chain of the CA being authenticated. The maximum
number of certificates in a CA certificate chain is 10.

To authenticate a CA using Fabric Manager, follow these steps:

Expand Switches > Security then select PKI in the Physical Attributes pane.
Click the Trust Point Actions tab in the Information pane.

You see the information shown in Figure 6-7.

Figure 6-7 Trust Point Actions Tab

| RSA Key-Pair | Trust Point |  §| Trust Point Detail
' Lask

Switch | Mame = Command Ll Password | Command | Result .
w188 |est |noselection | | |noselection |none | ﬁ

From the Command field drop-down menu, select the appropriate option. Available options are caauth,
cadelete, certreq, certimport, certdelete, pkcs12import, and pkes12export. The caauth option is
provided to authenticate a CA and install its CA certificate or certificate chain in a trust point.

Click the Browse button in the URL field and select the appropriate import certificate file from the
Bootflash Files dialog box. It is the file name containing the CA certificate or chain in the
bootflash:filename format.

Note  You can authenticate a maximum of 10 trust points to a specific CA.

Note If you do not see the required file in the Import Certificate dialog box, make sure that you copy
the file to bootflash. See “Copying Files to Bootflash” section on page 9.

Click Apply Changes to save the changes.
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Authentication is then confirmed or not confirmed depending on whether or not the certificate can be
accepted after manual verification of its fingerprint.

Note  For subordinate CA authentication, the full chain of CA certificates ending in a self-signed CA is
required because the CA chain is needed for certificate verification as well as for PKCS#12 format
export.

Confirming CA Authentication

As mentioned in step 5 of “Authenticating the CA” section on page 6-10, CA authentication is required
to be followed by CA confirmation in order to accept the CA certificate based on its fingerprint
verification.

To confirm CA authentication using Fabric Manager, follow these steps:

Step 1 Expand Switches > Security and then select PKI in the Physical Attributes pane.
Step2  Click the Trust Point Actions tab in the Information Pane.

Step3  Make a note of the CA certificate fingerprint displayed in the IssuerCert FingerPrint column for the trust
point row in question. Compare the CA certificate fingerprint with the fingerprint already communicated
by the CA (obtained from the CA web site).

If the fingerprints match exactly, accept the CA with the certconfirm command in the Command
drop-down menu. Otherwise, reject the CA with the certnoconfirm command.

Step4  If you selected certconfirm in step 3, click Command and select the certconfirm action from the
drop-down menu. Click Apply Changes.

If you selected certnoconfirm in step 3, click Command and select the certnoconfirm action
drop-down menu. Click Apply Changes.

Configuring Certificate Revocation Checking Methods

During security exchanges with a client (for example, an IKE peer or SSH user), the MDS switch
performs the certificate verification of the peer certificate sent by the client and the verification process
may involve certificate revocation status checking.

You can use different methods for checking for revoked sender certificates. You can configure the switch
to check the CRL downloaded from the CA (see the “Configuring a CRL” section on page 6-15), you

can use OSCP if it is supported in your network, or both. Downloading the CRL and checking locally

does not generate traffic in your network. However, certificates can be revoked between downloads and
your switch would not be aware of the revocation. OCSP provides the means to check the current CRL
on the CA. However, OCSP can generate network traffic that can impact network efficiency. Using both
local CRL checking and OCSP provides the most secure method for checking for revoked certificates.

Note  You must authenticate the CA before configuring certificate revocation checking.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Fabric Manager allows you to configure certificate revocation checking methods when you are creating
a trust point CA. See “Creating a Trust Point CA Association” section on page 6-8.

Generating Certificate Requests

You must generate a request to obtain identity certificates from the associated trust point CA for each of
your switch’s RSA key-pairs. You must then cut and paste the displayed request into an e-mail message

or in a website form for the CA.

To generate a request for signed certificates from the CA using Fabric Manager, follow these steps:

Step1  Expand Switches > Security and then select PKI in the Physical Attributes pane.
Step2  Click the Trust Point Actions tab in the Information pane (see Figure 6-8).

Figure 6-8 Trust Point Actions Tab

GeVeR O >ESH

| R4 Key-Pair | Trust Point |£

| Trust Point Detail

Lask
Switch | Mame | Command Lrl Password = Command | Result

w188 |est |noselection | | |noselection |none

183013

Step3  Select the certreq option from the Command drop-down menu. This generates a pkcs#10 certificate

signing request (CSR) needed for an identity certificate from the CA corresponding to this trust point
entry. This entry requires an associated key-pair. The CA certificate or certificate chain should already

be configured through the caauth action. See “Authenticating the CA” section on page 6-10.

Step4  Enter the output file name for storing the generated certificate request. It will be used to store the CSR
generated in PEM format. Use the format bootflash:filename. This CSR should be submitted to the CA
to get the identity certificate. Once the identity certificate is obtained, it should be installed in this trust

point. See “Installing Identity Certificates” section on page 6-12.

Step5  Enter the challenge password to be included in the CSR.

~

Note  The challenge password is not saved with the configuration. This password is required in the
event that your certificate needs to be revoked, so you must remember this password.

Step6  Click Apply Changes to save the changes.

Installing Identity Certificates

You receive the identity certificate from the CA by e-mail or through a web browser in base64 encoded

text form. You must install the identity certificate from the CA by cutting and pasting the encoded

textusing the CLI import facility.

To install an identity certificate received from the CA using Fabric Manager, follow these steps:

Step1  Expand Switches > Security and then select PKI in the Physical Attributes pane.

[l Cisco Fabric Manager Security Configuration Guide 5.1(0a)

0L-20596-01



| Chapter6

Configuring Certificate Authorities and Digital Certificates

Configuring CAs and Digital Certificates

Send documentation comments to fm-docfeedback@cisco.com

Step 2
Step 3

Step 4

Step 5

Click the Trust Point Actions tab, in the Information pane.

Select the certimport option from the Command drop-down menu to import an identity certificate in
this trust point. The identity certificate is obtained from the corresponding CA for a CSR generated
previously (see “Generating Certificate Requests” section on page 6-12).

a~

Note  The identity certificate should be available in PEM format in a file in bootflash.

Enter the name of the certificate file that should have been copied to bootflash in the URL field in the
bootflash:filename format.

Click Apply Changes to save your changes.

If successful, the values of the identity certificate and its related objects, like the certificate file name,
are automatically updated with the appropriate values as per the corresponding attributes in the identity
certificate.

Saving Your Configuration

Step 1
Step 2
Step 3

Save your work when you make configuration changes or the information is lost when you exit.

To save your configuration using Fabric Manager, follow these steps:

Expand Switches and then select Copy Configuration in the Physical Attributes pane.
Select the switch configuration including the RSA key-pairs and certificates.

Click Apply Changes to save the changes.

Ensuring Trust Point Configurations Persist Across Reboots

The trust point configuration is a normal Cisco NX-OS configuration that persists across system reboots
only if you copy it explicitly to the startup configuration. The certificates, key-pairs, and CRL associated
with a trust point are automatically persistent if you have already copied the trust point configuration in
the startup configuration. Conversely, if the trust point configuration is not copied to the startup
configuration, the certificates, key-pairs, and CRL associated with it are not persistent since they require
the corresponding trust point configuration after a reboot. Always copy the running configuration to the
startup configuration to ensure that the configured certificates, key-pairs, and CRLs are persistent. Also,
save the running configuration after deleting a certificate or key-pair to ensure that the deletions are
permanent.

The certificates and CRL associated with a trust point automatically become persistent when imported
(that is, without an explicitly copying to the startup configuration) if the specific trust point is already
saved in startup configuration.

We also recommend that you create a password-protected backup of the identity certificates and save it
to an external server (see the “Exporting and Importing Identity Information in PKCS#12 Format”
section on page 6-14).

[ oL-20596-01

Cisco Fabric Manager Security Configuration Guide 5.1(0a) ]



Chapter 6 Configuring Certificate Authorities and Digital Certificates |

W Configuring CAs and Digital Certificates

Send documentation comments to fm-docfeedback@cisco.com

~

Note  Copying the configuration to an external server does include the certificates and key-pairs.

Monitoring and Maintaining CA and Certificates Configuration

The tasks in the section are optional. This section includes the following topics:
e Exporting and Importing Identity Information in PKCS#12 Format, page 6-14
e Configuring a CRL, page 6-15
e Deleting Certificates from the CA Configuration, page 6-15
e Deleting RSA Key-Pairs from Your Switch, page 6-16

Exporting and Importing Identity Information in PKCS#12 Format

You can export the identity certificate along with the RSA key-pair and CA certificate (or the entire chain
in the case of a subordinate CA) of a trust point to a PKCS#12 file for backup purposes. You can later
import the certificate and RSA key-pair to recover from a system crash on your switch or when you
replace the supervisor modules.

Note  Only the bootflash:filename format local syntax is supported when specifying the export and import
URL.

To export a certificate and key pair to a PKCS#12-formatted file using Fabric Manager, follow these
steps:

Step1  Expand Switches > Security and then select PKI in the Physical Attributes pane.
Step2  Click the Trust Point Actions tab in the Information Pane (see Figure 6-9).

Step3  Select the pkes12export option in the Command drop-down menu to export the key-pair, identity
certificate, and the CA certificate or certificate chain in PKCS#12 format from the selected trust point.

Figure 6-9 Pkcs12export Option Exports a Key-Pair
i@ ISAN{Fabric sw-isola-204 [admin@localhost] - Fabric Manager 3.0(0. 350,
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= Casan ( @ EF]T @ E %uioint Actionz i i
;l Fabric sl RS& Key-Pair || Trust Point Trust Pairt Detail
I coric i
Switch Mame' Command Lirl F
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Step 4
Step 5

Step 6

Step 1
Step 2
Step 3

Step 4
Step 5

Step 6

Enter the output file name as bootflash:filename to store the exported PKCS#12 identity.

Enter the required password. The password is set for encoding the PKCS#12 data. On successful
completion, the exported data is available in bootflash in the specified file.

Click Apply Changes to save the changes.

To import a certificate and key pair formatted as a PKCS#12 formatted file, follow these steps:

Expand Switches > Security and then select PKI in the Physical Attributes pane.
Click the Trust Point Actions tab in the Information pane (see Figure 6-9).

Select the pkes12import option from the Command drop-down menu to import the key-pair, identity
certificate, and the CA certificate or certificate chain in the PKCS#12 format to the selected trust point.

Enter the input in the bootflash:filename format, containing the PKCS#12 identity.

Enter the required password. The password is set for decoding the PKCS#12 data. On completion, the
imported data is available in bootflash in the specified file.

Click Apply Changes to save the changes.

On completion the trust point is created in the RSA key-pair table corresponding to the imported
key-pair. The certificate information is updated in the trust point.

Note  The trust point must be empty (with no RSA key-pair associated with it and no CA is associated with it
using CA authentication) for the PKCS#12 file import to succeed.
Configuring a CRL

To configure the CRL from a file to a trust point using Fabric Manager, follow these steps:

Step 1 Click Switches > Security > PKI in the Physical Attributes pane.

Step2  Click the Trust Point Actions tab in the Information pane.

Step3  Select the crlimport option from the Command drop-down menu to import the CRL to the selected trust
point.

Step 4 Enter the input file name with the CRL in the bootflash:filename format, in the URL field.

Step5  Click Apply Changes to save the changes.

Deleting Certificates from the CA Configuration

You can delete the identity certificates and CA certificates that are configured in a trust point. You must
first delete the identity certificate, followed by the CA certificates. After deleting the identity certificate,
you can disassociate the RSA key-pair from a trust point. The certificate deletion is necessary to remove
expired or revoked certificates, certificates whose key-pairs are compromised (or suspected to be
compromised) or CAs that are no longer trusted.

[ oL-20596-01

Cisco Fabric Manager Security Configuration Guide 5.1(0a) ]



Chapter 6 Configuring Certificate Authorities and Digital Certificates |

M Example Configurations

Send documentation comments to fm-docfeedback@cisco.com

To delete the CA certificate (or the entire chain in the case of a subordinate CA) from a trust point using
Fabric Manager, follow these steps:

Step 1 Click Switches > Security > PKI in the Physical Attributes pane.
Step2  Click the Trust Point Actions tab in the Information pane.

Step3  Select the cadelete option from the Command drop-down menu to delete the identity certificate from a
trust point.

a~

Note  If the identity certificate being deleted is the last-most or only identity certificate in the device,
you must use the forcecertdelete action to delete it. This ensures that the administrator does not
mistakenly delete the last-most or only identity certificate and leave the applications (such as
IKE and SSH) without a certificate to use.

Step4  Click Apply Changes to save the changes.

To delete the identity certificate, click the Trust Point Actions tab and select the certdelete or
forcecertdelete in the Command drop-down menu.

Deleting RSA Key-Pairs from Your Switch

Under certain circumstances you may want to delete your switch’s RSA key-pairs. For example, if you
believe the RSA key-pairs were compromised in some way and should no longer be used, you should
delete the key-pairs.

To delete RSA key-pairs from your switch, follow these steps:

Step1  Expand Switches > Security and then select PKI in the Physical Attributes pane.
Step2  Click the RSA Key-Pair tab in the Information pane.

Step3  Click Delete Row.

Step4  Click Yes or No in the Confirmation dialog box.

Note  After you delete RSA key-pairs from a switch, ask the CA administrator to revoke your switch’s
certificates at the CA. You must supply the challenge password you created when you originally
requested the certificates. See “Generating Certificate Requests” section on page 6-12.

Example Configurations

This section shows an example of the tasks you can use to configure certificates and CRLs on the Cisco
MDS 9000 Family switches using the Microsoft Windows Certificate server.

This section includes the following topics:

¢ Configuring Certificates on the MDS Switch, page 6-17
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e Downloading a CA Certificate, page 6-18

e Requesting an Identity Certificate, page 6-23

e Revoking a Certificate, page 6-29

e Generating and Publishing the CRL, page 6-32
e Downloading the CRL, page 6-33

e Importing the CRL, page 6-35

Configuring Certificates on the MDS Switch

Step 1
Step 2

Step 3

Step 4

Step 5

Step 6
Step 7

To configure certificates on an MDS switch using Fabric Manager, follow these steps:

Choose Switches and set the LogicalName field to configure the switch host name.

Choose Switches > Interfaces > Management > DNS and set the DefaultDomainName field to
configure.

To create an RSA key-pair for the switch, follow these steps:

a. Choose Switches > Security > PKI and select the RSA Key-Pair tab.

b. Click Create Row and set the name and size field.

c. Check the Exportable check box and click Create.

To create a trust point and associate the RSA key-pairs with it, follow these steps:
a. Choose Switches > Security > PKI and select the Trustpoints tab.

b. Click Create Row and set the TrustPointName field.

c. Select the RSA key-pairs from the KeyPairName drop-down menu.

d. Select the certificates revocation method from the CARevoke drop-down menu.
e. Click Create.

Choose Switches > Copy Configuration and click Apply Changes to copy the running to startup
configuration and save the trustpoint and key pair.

Download the CA certificate from the CA that you want to add as the trustpoint CA.
To authenticate the CA that you want to enroll to the trust point, follow these steps:.

a. Using Device Manager, choose Admin > Flash Files and select Copy and TFTP copy the CA
certificate to bootflash.

b. Using Fabric Manager, choose Switches > Security > PKI and select the TrustPoint Actions tab.
c. Select cauth from the Command drop-down menu.

d. Click ... in the URL field and select the CA certificate from bootflash.

e. Click Apply Changes to authenticate the CA that you want to enroll to the trust point.

f. Click the Trust Point Actions tab in the Information Pane.

g. Make a note of the CA certificate fingerprint displayed in the IssuerCert FingerPrint column for the
trust point row in question. Compare the CA certificate fingerprint with the fingerprint already
communicated by the CA (obtained from the CA web site). If the fingerprints match exactly, accept
the CA by performing the certconfirm trust point action. Otherwise, reject the CA by performing
the certnoconfirm trust point action.

[ oL-20596-01
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If you select certconfirm in step g, select the Trust Point Actions tab, select certconfirm from the
command drop-down menu and then click Apply Changes.

If you select certnoconfirm in step g, select the Trust Point Actions tab, select the certnoconfirm
from the command drop-down menu and then click Apply Changes.

Step8  To generate a certificate request for enrolling with that trust point, follow these steps:

a.

b.

e.

Select the Trust Point Actions tab in the Information pane.

Select certreq from the Command drop-down menu. This generates a pkcs#10 certificate signing
request (CSR) needed for an identity certificate from the CA corresponding to this trust point entry.

Enter the output file name for storing the generated certificate request. It should be specified in the
bootflash:filename format and will be used to store the CSR generated in PEM format.

Enter the challenge password to be included in the CSR. The challenge password is not saved with
the configuration. This password is required in the event that your certificate needs to be revoked,
so you must remember this password.

Click Apply Changes to save the changes.

Step9  Request an identity certificate from the CA.

~

Note

The CA may require manual verification before issuing the identity certificate.

Step10 To import the identity certificate, follow these steps:

Using Device Manager, choose Admin > Flash Files and select Copy and use TFTP to copy the CA
certificate to bootflash.

Using Fabric Manager, choose Switches > Security > PKI and select the TrustPoint Actions tab.

Select the certimport option from the Command drop-down menu to import an identity certificate
in this trust point.

~

Note The identity certificate should be available in PEM format in a file in bootflash.

Enter the name of the certificate file which was copied to bootflash, in the URL field in the
bootflash:filename format.

Click Apply Changes to save your changes.

If successful, the values of the identity certificate and its related objects, like the certificate file
name, are automatically updated with the appropriate values as per the corresponding attributes in
the identity certificate.

Downloading a CA Certificate

To download a CA certificate from the Microsoft Certificate Services web interface, follow these steps:

Step 1 Click the Retrieve the CA certificate or certificate revocation task radio button in the Microsoft
Certificate Services web interface and click the Next button.
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Microsoft

Welcome

You use this web site to request a certificate for your web browser, e-mail client, or other secure program. Once you acquire a certificats, you
will be able to securely identify yourself to other peaple over the wieb, sign your e-mail messages, encrypt your e-mail messages, and more
depending upon the type of certificate you request

Select a task:
@ Retrieve the CA certificate or certificate revocation list
© Request a certificate
© Check on a pending certificate

Mext >

144757

|

Step2  Select the CA certificate file to download from the displayed list. Click the Base 64 encoded radio
button, and choose the Download CA certificate link.

Microsoft

Retrieve The CA Certificate Or Certificate Revocation List

Install this CA certification path to allow your computer to trust certificates issued from this certification authority

Itis not necessary to manually install the CA certification path if you request and install a certificate from this certification authority, because the
CA certification path will be installed for you automatically.

Choose file to download:
Ch Certificate: (St

€ DER encoded or @ Base 64 encoded
Download CA cerfificate

Download CA certification path

Download |atest certificate revocation list

144758

KT

Step3  Click the Open button in the File Download dialog box.
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Retrieve The CA Certificate Or Certificate Revocation List

Install this CA certification path to allow your computer to trust certificates issued from this certification authority

[tis not necessary to manually install the CA x| this certification authority, because the
CA certification path will be installed for you
Some files can ham your computer. If the file information below

Choose file to download: \Snanvl;slshlljsﬁzmus, o pou do not fully trust the source, do not open or
CA Certificate

File name: cettnew.cer

File ype:  Secuity Certficate

From: 107645108

CDER encoded or & Bas

B This type of file could ham your computer if it cantins

Download CA cerfificate malcousicocs
Download CA certification p: Wil et g i s v e e
Download latest cerfificate re e — —

I¥ | Blivays ask before opening tHis tpe of fii:

144759

Step4  Click the Copy to File button in the Certificate dialog box and click OK.

Retrieve The CA Certificate Or Certificate Revocation List

Install this CA cerfification path to allow  ganers Detais |c9mmm Peth | ion authority
[tis not necessary to manually install th - show: [<al= - from this certification authority, because the
CA certification path will be installed fc

Field | walue -
Choose file to download: [Elversion v
CA Certificate (=] serial number 0560 D289 ACE4+ 1994 4749 1.,

[ sigrature algarithn shalRSA

Issuer Aparna CA, netstorage, Cisco..,
E\Jahd From 04 Mei 2005 4:16:37
E\Jahd to 04 Mei 2007 4:25:17

© DER encoded or ¢ [Fsubiect Aparna CA, netstorage, Cisto..,

Download CA certifica | Elrusic ey RSA (512 Bits) =
Download CA certifica
Dovnload latest certific

gmtpmpemas...| Copy to Fle... |

ok

A

144760

Step 5 Select the Base-64 encoded X.509 (CER) on the Certificate Export Wizard dialog box and click Next.
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Retrieve The CA Certificate Or Certificate Revocation List

Install this CA cerification path to allow | general  Detals |[Emf,(amn path | jan authority.
Itis not necessary to manually install th - shaw: [<al> - from this certification authority, because the

CA certification path will be installed fco

Certificate Export Wizard x|

Extport File Format
Certificates can be exported in a varisty of Fil Formats.

[Fversion
[ serial rumbe
[Fsignature ale

Choose file to downloa
CA Certificate: [Sifiam

i Select the Format you wak to use:
DER sncoded or (|23

Download CA certifica
Download CA certifica
Dovinload latest certific

= subject £ DER encoded binary X.509 {,CER)
(+ Base-64 encoded ¥.509 (.CER)
" Cryptographic Message Syntax Standard - PKCS #7 Certificates ( F78)

I | Incltide &l cersificates in the certification path if possible

| Personal Information Exchange - PRESI#12 (PR
I 1rclide eflcertficates i e certification path if possible
I | Enable stromg pratection (requires IE 5.0, 1T 4.0/574 or atiove);

™| Delete the private key if the expnrt is successhil

< Back Mext > Cancel

E

144761

Step6  Enter the destination file name in the File name: text box on the Certificate Export Wizard dialog box
and click Next.

Microsoft C

Retrieve The CA Certificate Or Certificate Revocation List

Install this CA certification path to allow  corera Details | coniication path | ion authority
Itis not necessary to manually installth - show: [<all> - from this certification authority, because the

CA cerification path will be installed fo

Certificate Export Wizard x|

File to Export
Specify the name of the file you want ta export

Choose file to download:
CA Certificate:

File name:

Di\testeerts|aparnaCa.cer Browse. ..

C DER encoded or ¢
Download CA certifica
Download CA certifica
Download latest certific

< Back Mext = Cancel

144762

Step7  Click the Finish button on the Certificate Export Wizard dialog box.
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Retrieve The CA Certificate Or Certificate Revocation List

21|

Install this CA certification path to allow gaperal Detals kermam path | ion authority
[tis not necessary to manually install th - show: [<al= - from this certification authority, because the
CA certification path will be installed fo

Field x|
Choose file to download: (=] version
i Certificate = serisl rnumbe Completing the Certificate Export

= signature al: Wizard

[Frssuer

[ valid from You have successfully completed the Certificate Expart

Hvalid ro wiizard,

© DER encoded or ¢ subject

‘fou have specified the Following settings:

Download CA certifica | Elpubickey il Name Diest
i Export Keys Ho
Daumload CA certifical Include 3l certficates in the certiication path o
Dawnload latest certific File Format Basetd
o 0
< Back | Firish | Cancel ‘

144763

Step8  Display the CA certificate stored in Base-64 (PEM) format using the Microsoft Windows type

command.
WINNT' system32% cmd.exe i | ﬂ
-
) "
flo ygAwl BAgI QBT AGZRPSR 5 ANE 9uBABAQUFADCE
D B DQEJARYR R B g fJH BAYTAK1O
N Y DUOG o AR Bi) g OMAWCH
¥ g ARH B A NQE i B
QTH A i1 MD ¥ 1 MD QMSH 0
ngkH Q A kGh : Th: B
BAGH i 3 Q4uDAY DU GG D g
? Ac 3R BAGALUEAXMIORB DGYJKo
7 QADSwAWSAJBA XJPANE B 0 0 R
0 f OwQl iDM8 8 AvEAARD BuDALE ¥
BAMCACcYwD DURBTAG BA ) i fidB 0 0 Ro R OyRhQ
DURBE BGG fiug 0¥ oaHRBc Do FuOCoD AR
AFuY p DALOCE 0 : R
QX T Qf i fIQQR NQODAgEAMAB DQER
BQUARBEAHYGUQ+8 99 Ay A i P g
NE BoM6 6 BEQ :
D n .
|
2
-3
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Requesting an Identity Certificate

To request an identify certificate from a Microsoft Certificate server using a PKCS#10 certificate signing
request (CRS), follow these steps:

Step 1 Click the Request a certificate radio button on the Microsoft Certificate Services web interface and
click Next.

Microsoft Certifical

Welcome

You use this web site to request a certificate for your web browser, e-mail client, or other secure program. Once you acquire a certificate, you
will be able to securely identify yourself to other people over the web, Sign your e-mail messages, encrypt your e-mail messages, and more
depending upon the type of certificate you request

Select a task:
C Retrieve the CA certificate or certificate revocation list
@ Request a certificate
© Check on a pending certificate

Mext =

144765

Step2  Click the Advanced request radio button and click Next.

Microsoft Cenifical

Choose Request Type

Please select the type of request you would like to make:

© User certificate request

E-Mail Protection Certificate

@ {dvanced request

144766

=
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144767

Step3  Click the Submit a certificate request using a base64 encoded PKCS#10 file or a renewal request
using a base64 encoded PKCS#7 file radio button and click Next.

Advanced Certificate Requests

You can request a certificate for yourself, another user, or a computer using one of the following methods. Nots that the policy of the

certification authority (CA) will determine the certificates that vou can obtain

© Submit a certificate request to this CA using a form
® Submit a certificate request using a basef4 encoded PKCS #10 file or a renewal request using a basef4 encoded PKCS #7 file
« Request a certificate for a smart card on behalf of another user using the Smart Card Enroliment Station
You must have an enroliment agent centificate to submit & request for another user
=
Step 4

Paste the base64 PKCS#10 certificate request in the Saved Request text box and click Next.

The certificate request is copied from the MDS switch console (see the “Generating Certificate
Requests” section on page 6-12 and “Configuring Certificates on the MDS Switch” section on

page 6-17).

Submit A Saved Request

server) into the request field to submit the request to the certification authority (CA)

Saved Request:

VoY HOVEY LgME A LGy Tz AVEgkahki GEwOBC QX CENG & |
DIEpMCocwJQYDVRORAQH/ EBSwGY IRVIWNYENL M35

Basebd Encoded [EoZIhveNAQEEEQADYEAKTE0KEREQ0GNI0sDXIVHE
Cettificate Request |[PEcrNeWUE/ pweHayE0l2 T3ecgNwe 1215133 VBF2!
(PKCS #10 or #); |8a2 SbHDpHsNSr kv ShWke VLENUZEF Txeh 1 EngPH
————— END CERTIFICATE REQUEST-——-- -
4] | 3

Browse for a file to insert

Additional Attributes:

E
Aftributes -
Il >

Paste a basefd encoded PKCS #10 cerificate request or PKCS #7 renewal request generated by an external application {such as aweb

144768
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Step5  Wait one or two days until the certificate is issued by the CA administrator.

Certificate Pending

Your certificate request has been received. However, you must wait for an administrator to issue the certificate you requested
Please return to this web site in a day or twio to retrieve your certificate

Note: You must return with this web browser within 10 days to retrieve your certificate

8
o3
Step6  The CA administrator approves the certificate request.
| {& Certification Authority I ] 3]
J Action  View H E o= | ‘ ||§

Tree I Request Disposition Message

@ Certification Autharity (Local)
E @ Aparna C

[ Revoked Certificates
i [] Tesued Certificates
23 Pending Requests
[:I Failed Requests

Taken Under Submission

Refresh

Help

| |

I
Contains operations that can be performed on the object,

144770
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Step7  Click the Check on a pending certificate radio button on the Microsoft Certificate Services web
interface and click Next.

Welcome

You use this web site to request a certificate for your web browser, e-mail client, or other secure program. Once you acquire a certificats, you
will be able to securely identify yourself to ather people over the web, sign your e-mail messages, encrypt your e-mail messages, and more
depending upon the type of certificate you request

Select a task:
© Retrieve the CA certificate or certificate revocation list
© Request a certificate
@ Check on a pending certificate

et =

144771

KT}

Step8  Select the certificate request you want to check and click Next.

Check On A Pending Certificate Request

Please select the ceddificate request you want to check

2 MNopemb

Mext >

144772

=
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Step 9

Step 10

Select Base 64 encoded and click the Download CA certificate link.

Example Configurations

Microsoft

Certificate Issued

The certificate you requested was issued to you

Download CA certificate
Download CA certification path

€ DER encoded or & Base 64 encoded

Click Open on the File Download dialog box.

Certificate Issued

The certificate you requested was issusd to you.

Download CA ceriificate
Download CA certification path

€ DER encoded or & Base 6 M T

Some fies can harm your computer. |f the file information below
ok suspicious, or vou do nat fully st the source, da not open or
save this fl

File name: certnew.cer
File type:  Security Certificate
From, 10.76.45.108

/B This type of file could ham your computer if it contains
malicious code.

ol you liks to open the il or savs it ta your computer?

Open | sae Cancel More Info

I | Allzys esk before opening this tae o fi

=

144773

144774
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Step11  Click the Details tab on the Certificate dialog and click the Copy to File button. Click the Base-64
encoded X.509 (.CER) radio button on the Certificate Export Wizard dialog box and click Next.

Cisco Systems, Inc.

~=lolx|

. General Detals | Certification Path | EY e
= »
i Showr: | <l - J Peo ‘um
= e p S
[Fversion 3
[ serial number 0A33 BEAL 0000 0000 0074
[F signature algarithm shalRsa
Issuer Aparna CA, netstorage, Cisca,..
[Fwalid from 12 Nopember 2008 8:32:40
[Fvalid to 12 Nopember 2008 8:42:40
[Fsubject Vegas-1.cisco.com
[Fpublic key RSA (1024 Bits) x|
Certificate Export Wizard x|
Extport File Format
Certificates can be exported in a varisty of File Formats.
Select the Format you want to use:
" DER encoded binary X,509 {.CER)
Edit Properiics. . Copy ta File...

* Base-64 encoded ¥.509 (.CER)

" Cryptographic Message Syntax Standard - PKCS #7 Certificates (.F75)
oK

I Iriclide &l certificates i the certification path if possible:

£ Personal Infarmation EXchange - PRES#12 (,PRRY
1= Irlude: allicertficates inthe certification path f possible
™| Eniable strong pratection (requires I 5.0, [T 4.0/554 or above),

™| DElete the private keyif e exportis succasskil

< Back Mext = Cancel

144775

=

Step12 Enter the destination file name in the File name: text box on the Certificate Export Wizard dialog box,
then click Next.

=1oix]
. Genera Detais | Certification Path | -G - 2
= »
A show: [<a - =] P [uns
Field [ value B
[Eversion v3
=] serial number 0433 BEAL 0000 D000 0074
[ signature algarithm shalRSA
Tssuer Apatna Ch, netstorage, Cisco...
[=lvald from 12 Hopember 2005 5:32:40
[Evalidto 12 Hopember 2006 5:42:40
= subject Vegas-1.cisco,com
[SlPublic key RSA (1024 Bits) =
A
File to Export
Specify the name of the file you want ko export
File name:
Edit Properties . Copyta F Diltestcerts|myID.cer Browse. ..
< Back Next > Cancel
©
~
3
o=

Step13  Click Finish.
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ET -10] x|
i |
. General Detais | Cartification Path | =Y E
= »
A show: [<a - =] &oe [us
[Eversion V3
=] serial rumber 0433 BEAL 0000 0000 0074
= sigrature algarithm shalRSA
[F1ssuer Aparma CA, netstarage, Cisco...
[Evalid from 12 Nopember 2005 8:32:40
[Evalidto 12 Nopember 2006 84240
= subject Vegas-1,cisco,com
[ElPublic key RSA (1024 Bits) =l
x|
Completing the Certificate Export
Wizard
Yau have successhuly completed the Certificate Expart
wizard
CopytoF ou have specified the Following settings:
File Name Diigest
Export Keys o
[ Include al certificates in the certification path No
File Format Basetd
o | |

<gack | Fnsh | concel |

144777

|

Step14 Display the identity certificate in base64-encoded format using the Microsoft Windows type command.

& =10l

D:stestcertsitype mylD._cer
BEGIN CERTIFICATE
MIIEADCCAGgyAwI BAgI KCj000QAAAAAAdDANBykghkiG?wABAQUFADCBKDEgMBAG
CSgGS I h3DQEJARYRY W1 hbmRrZUB jakNjbhy5 jh2BxCzAJByNUBAY TAK1OMRIwEAY D
UGQT EwlLY ¥ Ju¥XRha2 EXE jAQBgNUBAcT CUJhhndhhG? yZT EOMAWGA1UEChMFQ2 1=
Y28xEzARBgNUBAsTCmS 1dHNBh3 JhZ2UXE jAQByNUBAMT CUFWY XJuY S BDQT e Fullu
MTExMT I uM=A yNDBaFuluN jExMT I wMz EyNDBaMBuxGjAY BgNUBAHT EUZ1Z2F=LT Eu
¥21=z¥28u¥Y29tMIGFHABGCE gGS1h3DQEBAQUAAR4GNADCBigQKBgQC . GNUAC jOu4iC
dQ1WkjKj5 I CdpLf KSe JSmMCQu jGpzcuKsZPFR jF2Uo0iyeCYEBylncHywS ERErJ47
g 1xr42 /s I IRIh/8udlU/c j? JSEf KKS6koa?>xWYAuS »Df =8 jMCn IM4W1 aY /g2 g4Gh
' 7Rif dUBbuFgFZEgs17/Elash?LxLwIDAQABo4] CEzCCAg8wJQY DURBRAQH BBsw
GYIRUmUnYXMtMS5 jakNjbys jh22HBKuwWHG6 IwHGY DURAOBBY EFKCL1 +2s s pWEFf grR
hhiinlUyo? jngMI HHEgNUHE MEgc Qugc GAFCeo8kaDGewjTEUN,js kY UBo LFnxxo ¥ GUY
pIGTHI GQHEAvHgY JKo Z1 hucNAQKBFhFhhWFuZGt 1QGNpc2NuLmNubhT ELMALGALUE
BhHCSU4xEjAQBgNUBAgT CUthcmShdGFrY TESMBAGA1UEBxMJQnFuZ2 Fs h3J1MQ4w
DAY DUQQKEwUDaRN jhz ETMBEGA1UECxMKbnUBc 3RucmPnZT ESMBAGA1UEAXMJOQRBh
cmShl ENBghAFYNKJrLQZ1E?JEi WMrR16MGs GA1UAHwRKMGI wLgfl s 0 CgGKGhBAHAG
Ly?zc2UtMDgvQ2Uypd EVucm?sbhC?Bec GFybmE1MiBDASS jemuwMKAwo CyGEnZphGU6
Ly?cBHNzZ8 BwQFxDZE JARWS yh2 xs FEFwY B JuYSUyMENBLmNybhDCBig¥ I KwYBBQUH
AQEEf jBEMDsGCCsGAQUFBzAChi?odHRwQi8ve3N1LTA4LBN1cnRFbn JubGuuc 3N
LTA4ESOFuY ¥ JuYSUyMENELmMydDA? BggrBgEFBQcwioY xZmlsZTovLlixccIN1LTA4
HENlcnRFbnJubGxcc3IN1LTA4¥BFuY ¥ Ju¥ SUyHENBLnN ydDANBgkghk iG?wBBAQUF
AANBADhGBGshe ?GNLAh? xe OTWBNbnZ2 4U6 2 Z5ulDeOc UZUUT grpnTgUpPye jts uf 1u
E3bc ] Zudls ExREqxhT k8 ycx?USo=
END CERTIFICATE

D:stestcerts?

144778

Revoking a Certificate

To revoke a certificate using the Microsoft CA administrator program, follow these steps:
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Step 1

Step 2

Click the Issued Certificates folder on the Certification Authority tree. From the list, right-click the
certificate you want to revoke.

Select All Tasks > Revoke Certificate.

J Action  Wiew “ == |

-0/ x]

Tree I

@ Certification Authority {Local)

o)

Aparna CA

[ Revoked Certificates
-] Tssued Certificates
(27 Pending Requests
--[_7] Failed Requests

Requester Mame

55

Contains operations that can be performed on the object.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)

SSE-0B\USR_35. ..
SSE-DBATLISR _35. .
SSE-0BMUSR _S5...
SSE-0BMUSR _S5. .,
SSE-DBMUSR_S5..,
SSE-0BVUSR_35. ..
SSE-0B\USR_35. ..
SSE-DBATLISR _55. ..
SSE-0BMUSR _S5...
SSE-0BMUSR_S5..,
SSE-0B\USR 5.,
SSE-0BVUSR_35. ..
SSE-DBATLISR _35. .
SSE-DBVTLISR _S5. ..
SSE-0BMUSR 5.,
SSE-DBMUSR_S5..,
SSE-0B\USR 5.,
SSE-0B\USR_35. ..
SSE-DBATLISR _55. ..
SSE-0BMUSR _S5...
SSE-0BMUSR_S5..,
SSE-DBMUSR_S5..,
SSE-0BVUSR_35. ..
SSE-DBATLISR _35. .
E-08YIUSR_55. ..

Binary Certificate

| Serial Mumber

| Certificate EFfective Da;l

EGIN CERTL. ..
EGIM CERT]
EGIN CERTL .,
EGIM CERTL. .,
-—---BEGIM CERTL..,
EGIN CERTL. ..

Rewvoke Certificate

TH6263d0000000000059
756264 3d00000000005a
756264d3000000000050h
Fc32781800000000005C
7C32782700000000005d
7C32¥33700000000005
FC32784700000000005F
7ca48c22000000000062
021a9d15000000000063
1c1013cf 000000000084

1c10d191000000000065
2b4eb367000000000066
455b5b43000000000067
4£h5b327000000000068
4f&0084 1000000000063
4fdf956400000000008a

5F3e8Co6000000000060
5F413d2000000000006c
17b22deB00000000006d
17b3067600000000006:
11£a3380600000000006F
170beadb000000000070
4aafff2e000000000071

7BrcAetciii000000072
76e34161000000000073

9202005 4:27 AM
9202005 4:27 AM
9(20/2005 +:27 AM
9/20/2005 10:14 PM
9/20/2005 10:14 PM
9202005 10:14 PM
9202005 10:14 PM
9212005 12:18 &M
9(22/2005 1:45 AM
9272005 2:44 AM
9272005 2145 AM
9f30/2005 1:46 AM
1052005 4:03 &AM
1062005 10:46 PM
10/7j2005 1:52 AW
10/7/2005 4111 AM
10f10/2005 3:49 AM
10/10/2005 3:52 &M
10f16/2005 12:20 AM
10/18/2005 12:21 AM
10/19/2005 11:58 PM
10/20/2005 11:53 PM
10f31/2005 12:32 AM
11/8(2005 11:26 PM
11/6/2005 11:51 PM

144779
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Step3  Select a reason for the revocation from the Reason code drop-down list, and click Yes.

; : 1o/
| acton  ew |J<::- = 2@ & @2 ‘
Tree I Request I0 Requester MNarme Einary Certificate | Serial Number | Certificate Effective Da;l
[ Certfication Autharity (Local) oo S5E-08|ILISR_S5... 766:263d0000000000059 3/20{2005 4:27 &M
1R Aparna <A [E= ) SSE-08IIUSR_S5. .. 7862643d00000000005a 5/20{2005 4:27 AN
T[] Revoked Certificates [E= 3] SSE-DRTLSR_SS. . FAEZEAINN0NNNN0N0Sh 9/20/2005 4:27 AM
423 Issued Certificates [E= S5E-08\IUSR_S5... Fr32761800000000005: 9j20§2005 10:14 PM
(2 Pending Requests Elas SSE-DRTLSR_SS. . FeA27EZ7ONO0N000ANS 9/20{2005 10:14 PM
*- ([ Failed Requests [Ed0q S5E-08\IUSR_S5... Fr32763700000000005 9j20§2005 10:14 PM
Elos S5E-08\IUSR_S5... Fr32784700000000005F 9j20§2005 10:14 PM
Eloa e ";"”;” 0000062 9j21j2005 12:158 AM
=l ate REZSEAEH i 3| — 5/22/2005 1:45 AM
mn Are you sure you want to revoke the selected certificatels)? 000064 8/27/2005 2:44 AM
101 00000655 9j27}2005 2:45 AM
=iz You may specify a reason for this revocation 0000066 5/30{2005 1:46 AM
103 Flessenait 0000067 10{5/2005 +:03 &M
104 | Urspesified = 000006 1062005 10:46 PM
105 O00006S 10{7}2005 1:52 AM
000064 10(7(2005 4:11 AM
0000060 10/10/2005 3:49 AM
000006: 10f10/2005 3:52 AM
S5E-08\IUSR_S5... 17b22de00000000006d 10f18/2005 12:20 AM
110 S5E-08\IUSR_S5... 17h3067600000000006 10/18/2005 12:21 AM
=111 S5E-08\IUSR_S5... 11£4380600000000006F 10/19/2005 11:53 PM
112 S5E-08\IUSR_S5... 170beath000000000070 10/20/2005 11:53 PM
113 S5E-08\IUSR_S5... 4aafff2e000000000071 10f31/2005 12:32 AM
=114 S5E-08\IUSR_S5... Farctete000000000072 11/8(2005 11:26 PM
=115 S5E-08\IUSR_S5... FEe341610000000000735 11/8(2005 11:51 PM
[E= RT3 S5E-08YILSR_S5... 0a3362a1000000000074 11f12/2005 8:32 AM
o
Ll | R
<
I
| N | | b

Step4  Click the Revoked Certificates folder to list and verify the certificate revocation.

=101
J Action  Wiew H o= ‘ ‘
Tree I Requester Name Binary Certificate | Serial Mumber | Cettificate Effective Date :I
&3 Certficetion Authority (Local) SSE-0RYIUSR _55...  -----BEGIN CERTL.. SdseS3cd00000000000F 6{30/2005 3:27 &K
582 Aparna CA SSE-DBYIUSR_S55... 5db14043000000000010 6/30/2005 3:30 AM
| 5 SSE-081IUSR_55.., Sezd7c1b000000000011 6302005 5146 AM
(20 Issued Certificates SSE-0E\IUSR_55... 16db4fEf000000000012 TIBf2005 3:21 AM
(L3 Pending Requests SSE-0BIUSR_S3... 261c3824000000000013 7}14/2005 5:00 Ak
(L1 Failed Requests SSE-08\IUSR_S55... 262b5202000000000014 71142005 5:16 AM
SSE-08\IUSR_SS... 2634c7F2000000000015 7142005 5:27 AM
SSE-08MIUSR_5S.., -BEGIN CERTI.., 2635b000000000000016 TI14)2005 5:28 AM
SSE-081IUSR_S5...  -----BEGIN CERTIL.. 26485040000000000017 T114)2005 5:48 AM
SSE-0E\IUSR_S5... -] BEGIM CERTI... 2a276357000000000018 TI14)2005 11:51 PM
SSE-08\IUSR_SS... -BEGIN CERTI...  3f38chbfr000000000019 71192005 3:29 AM
SSE-O08\IUSR_S5...  -----BEGIM CERTI... 6e4bSFSF00000000001a 7I26(2005 3:58 AM
SSE-08IUSR_55... 725b83da000000000010 712812005 10:54 PM
SSE-081IUSR_55.., 735a887800000000001c TI29)2005 3133 AM
SSE-081IUSR_55.., 148511c700000000001d 8/3/2005 11:30 PM
SSE-0E\IUSR_S5... 14a7170100000000001e Sf4/2005 12:07 AM
SSE-08\IUSR_S55... 14fc45bS00000000001F 8f4/2005 1:40 AM
SSE-084IUSR_S5... 486ce50b000000000020 8/17/2005 3:58 AM
SSE-08MIUSR_5S.., “cata3aalinooooonozt 81172005 11:37 PM
SSE-081IUSR_55.., 1a355c8200000000002f 911/2005 11:36 PM
SSE-0E\IUSR_55... 3f0845dd00000000003f 2005 1:11 AM
SSE-08\IUSR_SS... 3f619b7e000000000042 Y2005 2:45 AM
SSE-08\IUSR_S55... -BEGIM CERTI... 6A315c463000000000052 f16/2005 1:09 AM
SSE-08YIUSR_55... -----BEGIN CERTI... 7c3861e3000000000060 Q202005 10:20 PM
SSE-08MIUSR_S5... -] BEGIM CERTL... 7c6ee351000000000061 9f20/2005 11:20 PM
SSE-08IUSR_S5.., -] BEGIM CERTL... Da3382al000000000074 11/12/2005 8:32 AM =
-
| lE
jrd
1 | :
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To generate and publish the CRL using the Microsoft CA administrator program, follow these steps:

Step1  Select Action > All Tasks > Publish on the Certification Authority screen.
=10l x|
Reguester Name Binary Certificate | Serial Mumber | Certificate Effective Date :I
Refresh by (Local SSE-DBIUSR_35.., - EEGIN CERTL,, 5daeS3cd00000000000F 6/30/2005 3:27 AM
Export List... SSE-DS\IUSR_S5.., -~ BEGIN CERTL.. 5db14043000000000010 6/30/2005 3:30 AM
) SSE-DS\IUSR_S5. . BEGIN CERTL.. Se2d7c1b000000000011 6/30/2005 5146 AM
Properties icates SSE-DE\IUSR_S5.., BEGIN CERTL.. 16db4f8F000000000012 7182005 3:21 AM
Help uests SSE-DS\IUSR_S5.., -~ BEGIN CERTL.. 251c3924000000000013 7/14j2005 5:00 AM
Ests SSE-DS\IUSR_S5. . BEGIN CERTL.. 252b5202000000000014 7/14j2005 5:16 AM
SSE-DS\IUSR_S5. . BEGIN CERTL.. 2634c7f2000000000015 7/14j2005 5:27 AM
SSE-DS\IUSR_S5.., -~ BEGIN CERTL.. 2535H000000000000016 7/14j2005 5:28 AM
SSE-DS\IUSR_S5. . BEGIN CERTL.. 25485040000000000017 7/14j2005 5:48 AM
SSE-DS\IUSR_S5. . BEGIN CERTL.. 2a276357000000000018 7/14/2005 11:51 PM
SSE-OS\IUSR_S5.., -~ BEGIN CERTL.. 3f88chfFO0000000001% 7/19j2005 3:29 AM
SSE-OSVIUSR_S5. . BEGIN CERTL.. 6e4bSFSFO00000000012 7/2812005 3155 AM
SSE-OSVIUSR_S5. . BEGIN CERTL.. 725h&9ds000000000010 7/28/2005 10:54 FM
SSE-OS\IUSR_S5.., -~ BEGIN CERTL.. 735a857800000000001C 7/29/2005 3:33 AM
SSE-OSVIUSR_S5. . BEGIN CERTL.. 148511c700000000001d 5/3/2005 11:30 FM
SSE-OSVIUSR_S5. . BEGIN CERTL.. 14a7170100000000001s 5/4/2005 12:07 AM
SSE-OS\IUSR_S5.., -~ BEGIN CERTL.. 14fc455500000000001F 5/4/2005 1:40 AM
SSE-OSVIUSR_S5. . BEGIN CERTL.. 486ce80b000000000020 8/17/2005 355 AM
SSE-OSVIUSR_S5. . BEGIN CERTL.. 9ca4a3aa000000000021 8/17/2005 11:37 FM
SSE-OS\IUSR_S5.., -~ BEGIN CERTL.. 1aaS5c8e00000000002f 9/1/2005 11:36 FM
SSE-OSVIUSR_S5. . BEGIN CERTL..  3f0845dd00000000003f 9/9/2005 1:11 AM
SSE-OSVIUSR_S5. . BEGIN CERTL.. 3f619b7000000000042 9/9/2005 2:45 AM
SSE-OS\IUSR_S5.., -~ BEGIN CERTL.. 6313463000000000052 9/16§2005 1:09 AM
SSE-OSVIUSR_S5. . BEGIN CERTL.. 7c386183000000000060 9/20§2005 10:20 FM
SSE-OSVIUSR_S5. . BEGIN CERTL.. 7cfesd51000000000061 9/20§2005 11:20 FM
SSE-OS\IUSR_S5.., -~ BEGIN CERTL.. 0a3382al000000000074 11/12/2005 §:32 AM —
o
| ol |E
Contains operations that can be perfarmed on the object. N | b
Step2  Click Yes on the Certificate Revocation List dialog box to publish the latest CRL.
=
J Action  Yiew “ o= | ‘@ |
Tree I Reguesker Name Binary Certificate | Serial Number | Certificate Effective Date ;l
fE3 Certification Authority (Local) SSE-OSYIUSR_S5... -~ BEGIN CERTL.. SdaeS3cd00000000000F 6/30/2005 3:27 AM
{2 Aparna Ca SSE-OSYIUSR_S5... -~ BEGIN CERTL.. Sdb140d3000000000010 6/30/2005 3:30 AM
T 9 Revaked Certificates SSE-08YIUSR_S5. . BEGIN CERTL.. Se2d7c1b00000000001 1 6/30/2005 S:46 AM
<[ Issued Certificates SSE-08YIUSR_S5. . BEGIN CERTL.. 16db4f8f000000000012 7/8/2005 3:21 AM
<[ Pending Requests SSE-OSYIUSR_S5... -~ BEGIN CERTL.. 261c3324000000000013 7/14/2005 5:00 AM
(2 Failed Requests S5E-08YIUSR_S5. . BEGIN CERTL.. 262b5202000000000014 7)14/2005 5:16 AM
S5E-08YIUSR_S5. . BEGIN CERTL.. 2634c7F2000000000015 7/14/2005 5:27 AM
SSE-OBYIUSR_S5... - BEGIN CERTL.. 2635h000000000000016 7/14/2005 5:28 AM
S5E-08YIUSR_S: BEGIN CERTL.. 26485040000000000017 7/14/2005 5:45 AM
] |2005 11:51 P
2005 3:29 AM
& The last published CRL is still valid and can be used by clients. Are you sure you want ko publish a new CRL? 2005 3:58 AM
2005 10:54 PM
2005 3:33 AM
Ves Ha 005 11:30 PM
005 12:07 AM
SSE-OBYIUSR_S5... - BEGIN CERTL.. 14Fc45b500000000001F 8/4/2005 1:40 &AM
S5E-08YIUSR_S5. . BEGIN CERTL.. 486ce80b0000000N000Z0 8/17/2005 3:58 AM
S5E-08YIUSR_S5. . BEGIN CERTL..  4ra4a33a000000000021 8/17/2005 11:37 FM
SSE-OBYIUSR_S5... - BEGIN CERTL.. 1as55c8200000000002F 9/1/2005 11:36 FM
S5E-08YIUSR_S5. . BEGIN CERTL..  3f0845dd00000000003fF 9/9/2005 1:11 &AM
S5E-08YIUSR_S5. . BEGIN CERTL.. 3f619b78000000000042 9/9/2005 2:45 &AM
SSE-OBYIUSR_S5... - BEGIN CERTL..  6313c463000000000052 9/16§2005 1:09 AM
S5E-08YIUSR_S5. . BEGIN CERTL.. 7c3861s3000000000060 9/2042005 10:20 FM
kX S5E-08YIUSR_S5. . BEGIN CERTL.. 7efesd51000000000061 9/2042005 11:20 FM
e SSE-OBYIUSR_S5... - BEGIN CERTL.. 0a3362al000000000074 1171242005 §:32 AM —
< | ol
==
N | 3
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Downloading the CRL

To download the CRL from the Microsoft CA website, follow these steps:

Step1  Click Request the CA certificate or certificate revocation list radio button on the Microsoft Certificate
Services web interface and click Next.

Welcome

You use this web site to request a certificate for your web browser, e-mail client, or other secure program. Once you acquire a certificate, you
will be able to securely identify yourself to other people over the web, Sign your e-mail messages, encrypt your e-mail messages, and more
depending upon the type of certificate you request

Select a task:
@ Retrieve the CA certificate or certificate revocation list
€ Request a certificate
© Check on a pending certificate

Mext =

144784

Step2  Click the Download latest certificate revocation list link.

Retrieve The CA Certificate Or Certificate Revocation List

Install this CA certification path to allow your computer to trust certificates issued from this certification authority

It is not necessary to manually install the CA certification path if you request and install a certificate from this certification authority, because the
CA certification path will be installed foryou automatically

Choose file to download:
CA Certificate: [Sfieal

© DER encoded or @ Base 64 encoded
Download CA certificate

Dowinload CA certification path

Download latest certificate revocation list

144785

Step3  Click Save in the File Download dialog box.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Retrieve The CA Certificate Or Certificate Revocation List

Install this CA cedification path to allow your computer to trust certificates issued from this certification authority

It is nat necessary to manually install the CA Xk this certification authority, because the
CA certification path will be installed for yaL Some files can haim pour computer. f the file information below

loaks suspiciaus. or pou do not full trust the saurce, do not apen or
Choose file to download: save this fle,

CA Certficate: File name: cetcici
File type:  Certficate Revocation List
From 107645108

CDER encoded or & Ba

Download CA certificate

Dovwnload CA cerification ¢
Download latest cerlificate © Open Save Cancel Hore Info

Wwiould you fiks to open the fils or save it to your computer?

[ Always ask before apening this tpe of file

©
[es}
~
3
Step4  Enter the destination file name in the Save As dialog box and click Save.
Retrieve The CA Certificate Or Certificate Revocation List
Install this CA certification path to allow your computer to trust certificates issued from this certification authority
It is not necessary to manually install the CA c' B— i xjjom this certification authority, because the
CA certification path will be installed for you 2 MBI _I_Iﬂl
2|
Choose file to download: Savein: | 3 testeents s e ®mcfE
CA Certificate: [oiiiEaum CA
© DER encoded or & Base
Dovwnload CA certificate
Download CA cerification pa
Download latest cerificate re:
File name: [apamaCa.ci =l Save
Savessiype [Cenlficate Revocation List =l Cancel I
Zi |
~
w0
~
<
LI =

Step5  Display the CRL using the Microsoft Windows type command.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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144788

Importing the CRL

Step 1
Step 2
Step 3

Step 4
Step 5

Note

To import the CRL to the trust point corresponding to the CA, follow these steps:

Click Switches > Security > PKI in the Physical Attributes pane.

Click the Trust Point Actions tab in the Information pane.

Select the crlimport option from the Command drop-down menu to import the CRL to the selected trust

point.

Enter the input file name with the CRL in the bootflash:filename format, in the URL field.

Click Apply Changes to save the changes.

The identity certificate for the switch that was revoked (serial number 0A338EA1000000000074) is

listed at the end.

Maximum Limits

Table 6-1 lists the maximum limits for CAs and digital certificate parameters.

[ oL-20596-01
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Table 6-1 Maximum Limits for CA and Digital Certificate
Feature Maximum Limit
Trust points declared on a switch 16
RSA key-pairs generated on a switch 16
Identity certificates configured on a switch 16
Certificates in a CA certificate chain 10
Trust points authenticated to a specific CA 10

Default Settings

Table 6-2 lists the default settings for CAs and digital certificate parameters.

Table 6-2 Default CA and Digital Certificate Parameters
Parameters Default

Trust point None

RSA key-pair None

RSA key-pair label Switch FQDN
RSA key-pair modulus 512

RSA key-pair exportable Yes
Revocation check method of trust point CRL

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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CHAPTER 7

Configuring IPsec Network Security

IP security (IPsec) protocol is a framework of open standards that provides data confidentiality, data
integrity, and data authentication between participating peers. It is developed by the Internet Engineering
Task Force (IETF). IPsec provides security services at the IP layer, including protecting one or more data
flows between a pair of hosts, between a pair of security gateways, or between a security gateway and a
host. The overall IPsec implementation is the latest version of RFC 2401. Cisco NX-OS IPsec
implements RFC 2402 through RFC 2410.

IPsec uses the Internet Key Exchange (IKE) protocol to handle protocol and algorithm negotiation and
to generate the encryption and authentication keys used by IPsec. While IKE can be used with other
protocols, its initial implementation is with the IPsec protocol. IKE provides authentication of the IPsec
peers, negotiates IPsec security associations, and establishes IPsec keys. IKE uses RFCs 2408, 2409,
2410, and 2412, and additionally implements the draft-ietf-ipsec-ikev2-16.txt draft.

The term IPsec is sometimes used to describe the entire protocol of IPsec data services and IKE security
protocols and is other times used to describe only the data services.

This chapter includes the following sections:
e About IPsec, page 7-2
e About IKE, page 7-3
e [Psec Prerequisites, page 7-4
e Using IPsec, page 7-4
e [Psec Digital Certificate Support, page 7-7
e Configuring IPsec Using FCIP Wizard, page 7-10
e Manually Configuring IPsec and IKE, page 7-13
e Optional IKE Parameter Configuration, page 7-16
e Crypto IPv4-ACLs, page 7-21
e [Psec Maintenance, page 7-37
e Global Lifetime Values, page 7-37
e Default Settings, page 7-39

[ oL-20596-01
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About IPsec

Note

Note

IP security (IPsec) protocol is a framework of open standards that provides data confidentiality, data
integrity, and data authentication between participating peers. It is developed by the Internet
Engineering Task Force (IETF). IPsec provides security services at the IP layer, including protecting one
or more data flows between a pair of hosts, between a pair of security gateways, or between a security
gateway and a host. The overall IPsec implementation is the latest version of RFC 2401. Cisco NX-OS
IPsec implements RFC 2402 through RFC 2410.

IPsec uses the Internet Key Exchange (IKE) protocol to handle protocol and algorithm negotiation and
to generate the encryption and authentication keys used by IPsec. While IKE can be used with other
protocols, its initial implementation is with the IPsec protocol. IKE provides authentication of the IPsec
peers, negotiates IPsec security associations, and establishes [Psec keys. IKE uses RFCs 2408, 2409,
2410, and 2412, and additionally implements the draft-ietf-ipsec-ikev2-16.txt draft.

IPsec provides security for transmission of sensitive information over unprotected networks such as the
Internet. [Psec acts at the network layer, protecting and authenticating IP packets between participating
IPsec devices (peers).

IPsec is not supported by the Cisco Fabric Switch for HP c-Class BladeSystem and the Cisco Fabric
Switch for IBM BladeCenter.

IPsec provides security for transmission of sensitive information over unprotected networks such as the
Internet. IPsec acts at the network layer, protecting and authenticating IP packets between participating
IPsec devices (peers).

IPsec provides the following network security services. In general, the local security policy dictates the
use of one or more of these services between two participating IPsec devices:

e Data confidentiality—The IPsec sender can encrypt packets before transmitting them across a
network.

e Data integrity—The IPsec receiver can authenticate packets sent by the IPsec sender to ensure that
the data has not been altered during transmission.

e Data origin authentication—The IPsec receiver can authenticate the source of the IPsec packets sent.
This service is dependent upon the data integrity service.

e Anti-replay protection—The IPsec receiver can detect and reject replayed packets.

The term data authentication is generally used to mean data integrity and data origin authentication.
Within this chapter it also includes anti-replay services, unless otherwise specified.

With IPsec, data can be transmitted across a public network without fear of observation, modification,
or spoofing. This enables applications such as Virtual Private Networks (VPNs), including intranets,
extranets, and remote user access.

[Psec as implemented in Cisco NX-OS software supports the Encapsulating Security Payload (ESP)
protocol. This protocol encapsulates the data to be protected and provides data privacy services, optional
data authentication, and optional anti-replay services.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Note  The Encapsulating Security Payload (ESP) protocol is a header inserted into an existing TCP/IP packet,
the size of which depends on the actual encryption and authentication algorithms negotiated. To avoid
fragmentation, the encrypted packet fits into the interface maximum transmission unit (MTU). The path
MTU calculation for TCP takes into account the addition of ESP headers, plus the outer IP header in
tunnel mode, for encryption. The MDS switches allow 100 bytes for packet growth for IPsec encryption.

Note  When using IPsec and IKE, each Gigabit Ethernet interface on the IPS module (either on 14+2 LC or
18+4 LC) must be configured in its own IP subnet. If there are multiple Gigabit Ethernet interfaces
configured with IP address or network-mask in the same IP subnet, IKE packets may not be sent to the
right peer and thus IPsec tunnel will not come up.

Figure 7-1 shows different IPsec scenarios.

Figure 7-1 FCIP and iSCSI Scenarios Using MPS-14/2 Modules

iSCSI Servers

IPSec for
securing
iSCSI traffic

IPSec for
) securing
MDS_Switch1 &= FCIP traffic
! MDS_Switch 2 MDS_Switch 3

=1+

FC Servers

\|< -
/

WAN

IPsec for securing
traffic between
MDS and router

|SCSI Servers
E ﬁ Nonsecure
y ._I connection
= | = [ o
[ N | Secure _
o connection | &
N

About IKE

IKE automatically negotiates IPsec security associations and generates keys for all switches using the
IPsec feature. Specifically, IKE provides these benefits:

e Allows you to refresh IPsec SAs.

e Allows IPsec to provide anti-replay services.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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e Supports a manageable, scalable IPsec configuration.

e Allows dynamic authentication of peers.

~

Note  IKE is not supported on the Cisco Fabric Switch for HP c-Class BladeSystem and the Cisco Fabric
Switch for IBM BladeSystem.

IPsec Prerequisites

To use the IPsec feature, you need to perform the following tasks:
e Obtain the ENTERPRISE_PKG license (see the Cisco MDS 9000 Family NX-OS Licensing Guide).
¢ Configure IKE as described in the “About IKE Initialization” section on page 7-13.

Using IPsec

To use the IPsec feature, follow these steps:

Step 1 Obtain the ENTERPRISE_PKG license to enable IPsec for iSCSI and to enable IPsec for FCIP. See the
Cisco MDS 9000 Family NX-OS Licensing Guide for more information.

Step2  Configure IKE as described in the “Manually Configuring IPsec and IKE” section on page 7-13.

~

Note  The IPsec feature inserts new headers in existing packets (see the Cisco Fabric Manager IP
Services Configuration Guidefor more information).

This section contains the following topics:
e [Psec Compatibility, page 7-4
e [Psec and IKE Terminology, page 7-5
e Supported IPsec Transforms and Algorithms, page 7-6
e Supported IKE Transforms and Algorithms, page 7-7

IPsec Compatibility

IPsec features are compatible with the following Cisco MDS 9000 Family hardware:
e Cisco 18/4-port Multi-Service Module (MSM-18/4) modules and MDS 9222i Module-1 modules.

e Cisco 14/2-port Multiprotocol Services (MPS-14/2) modules in Cisco MDS 9200 Switches or Cisco
MDS 9500 Directors

e Cisco MDS 9216i Switch with the 14/2-port multiprotocol capability in the integrated supervisor
module. Refer to the Cisco MDS 9200 Series Hardware Installation Guide for more information on
the Cisco MDS 9216i Switch.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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The IPsec feature is not supported on the management interface.

IPsec features are compatible with the following fabric setup:

Two connected Cisco MDS 9200 Switches or Cisco MDS 9500 Directors running Cisco MDS
SAN-OS Release 2.0(1b) or later, or Cisco NX-OS 4.1(1).

A Cisco MDS 9200 Switches or Cisco MDS 9500 Directors running Cisco MDS SAN-OS Release
2.0(1b) or later, or Cisco NX-OS 4.1(1) connected to any [Psec compliant device.

~

The following features are not supported in the Cisco NX-OS implementation of the IPsec feature:

Authentication Header (AH).

Transport mode.

Security association bundling.

Manually configuring security associations.

Per host security association option in a crypto map.
Security association idle timeout

Dynamic crypto maps.

Note  Any reference to crypto maps in this document, only refers to static crypto maps.

IPsec and IKE Terminology

The terms used in this chapter are explained in this section.

Security association (SA)— An agreement between two participating peers on the entries required
to encrypt and decrypt IP packets. Two SAs are required for each peer in each direction (inbound
and outbound) to establish bidirectional communication between the peers. Sets of bidirectional SA
records are stored in the SA database (SAD). IPsec uses IKE to negotiate and bring up SAs. Each
SA record includes the following information:

Security parameter index (SPI)—A number which, together with a destination IP address and
security protocol, uniquely identifies a particular SA. When using IKE to establish the SAs, the
SPI for each SA is a pseudo-randomly derived number.

Peer—A switch or other device that participates in IPsec. For example, a Cisco MDS switch or
other Cisco routers that support IPsec.

Transform—A list of operations done to provide data authentication and data confidentiality.
For example, one transform is the ESP protocol with the HMAC-MDS authentication algorithm.

Session key—The key used by the transform to provide security services.

Lifetime—A lifetime counter (in seconds and bytes) is maintained from the time the SA is
created. When the time limit expires the SA is no longer operational and, if required, is
automatically renegotiated (rekeyed).

Mode of operation—Two modes of operation are generally available for IPsec: tunnel mode and
transport mode. The Cisco NX-OS implementation of IPsec only supports the tunnel mode. The
IPsec tunnel mode encrypts and authenticates the IP packet, including its header. The gateways
encrypt traffic on behalf of the hosts and subnets.

The Cisco NX-OS implementation of IPsec does not support transport mode.
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Supported IPsec

The

Note

S

Note The term tunnel mode is different from the term tunnel, which is used to indicate a secure
communication path between two peers, such as two switches connected by an FCIP link.

Anti-replay—A security service where the receiver can reject old or duplicate packets to protect
itself against replay attacks. IPsec provides this optional service by use of a sequence number
combined with the use of data authentication.

Data authentication—Data authentication can refer either to integrity alone or to both integrity and
authentication (data origin authentication is dependent on data integrity).

— Data integrity— Verifies that data has not been altered.
— Data origin authentication—Verifies that the data was actually sent by the claimed sender.
Data confidentiality—A security service where the protected data cannot be observed.

Data flow—A grouping of traffic, identified by a combination of source address and mask or prefix,
destination address mask or prefix length, IP next protocol field, and source and destination ports,
where the protocol and port fields can have any of these values. Traffic matching a specific
combination of these values is logically grouped together into a data flow. A data flow can represent
a single TCP connection between two hosts, or it can represent traffic between two subnets. [Psec
protection is applied to data flows.

Perfect forward secrecy (PFS)—A cryptographic characteristic associated with a derived shared
secret value. With PFS, if one key is compromised, previous and subsequent keys are not
compromised, because subsequent keys are not derived from previous keys.

Security Policy Database (SPD)—An ordered list of policies applied to traffic. A policy decides if
a packet requires IPsec processing, if it should be allowed in clear text, or if it should be dropped.

— The IPsec SPDs are derived from user configuration of crypto maps.

— The IKE SPD is configured by the user.

Transforms and Algorithms

component technologies implemented for IPsec include the following transforms:

Advanced Encrypted Standard (AES) is an encryption algorithm. It implements either 128 or 256
bits using Cipher Block Chaining (CBC) or counter mode.

Data Encryption Standard (DES) is used to encrypt packet data and implements the mandatory
56-bit DES-CBC. CBC requires an initialization vector (IV) to start encryption. The IV is explicitly
given in the IPsec packet.

Triple DES (3DES) is a stronger form of DES with 168-bit encryption keys that allow sensitive
information to be transmitted over untrusted networks.

Cisco NX-OS images with strong encryption are subject to United States government export
controls, and have a limited distribution. Images to be installed outside the United States require
an export license. Customer orders might be denied or subject to delay due to United States
government regulations. Contact your sales representative or distributor for more information,
or send e-mail to export@cisco.com.

Message Digest 5 (MDS) is a hash algorithm with the HMAC variant. HMAC is a keyed hash variant
used to authenticate data.
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e Secure Hash Algorithm (SHA-1) is a hash algorithm with the Hash Message Authentication Code
(HMAC) variant.

e AES-XCBC-MAC is a Message Authentication Code (MAC) using the AES algorithm.

Supported IKE Transforms and Algorithms

The component technologies implemented for IKE include the following transforms:

¢ Diffie-Hellman (DH) is a public-key cryptography protocol that allows two parties to establish a
shared secret over an unsecure communications channel. Diffie-Hellman is used within IKE to
establish session keys. Group 1 (768-bit), Group 2 (1024-bit), and Group 5 (1536-bit) are supported.

e Advanced Encrypted Standard (AES) is an encryption algorithm. It implements either 128 bits using
Cipher Block Chaining (CBC) or counter mode.

e Data Encryption Standard (DES) is used to encrypt packet data and implements the mandatory
56-bit DES-CBC. CBC requires an initialization vector (IV) to start encryption. The IV is explicitly
given in the IPsec packet.

e Triple DES (3DES) is a stronger form of DES with 168-bit encryption keys that allow sensitive
information to be transmitted over untrusted networks.

Note  Cisco NX-OS images with strong encryption are subject to United States government export
controls, and have a limited distribution. Images to be installed outside the United States require
an export license. Customer orders might be denied or subject to delay due to United States
government regulations. Contact your sales representative or distributor for more information,
or send e-mail to export@cisco.com.

e Message Digest 5 (MDS5) is a hash algorithm with the HMAC variant. HMAC is a keyed hash variant
used to authenticate data.

e Secure Hash Algorithm (SHA-1) is a hash algorithm with the Hash Message Authentication Code
(HMAC) variant.

e The switch authentication algorithm uses the preshared keys based on the IP address

IPsec Digital Certificate Support

This section describes the advantages of using certificate authorities (CAs) and digital certificates for
authentication.

Implementing IPsec Without CAs and Digital Certificates

Without a CA and digital certificates, enabling IPsec services (such as encryption) between two Cisco
MDS switches requires that each switch has the key of the other switch (such as an RSA public key or
a shared key). You must manually specify either the RSA public keys or preshared keys on each switch
in the fabric using IPsec services. Also, each new device added to the fabric will require manual
configuration of the other switches in the fabric to support secure communication. Each (See Figure 7-2)
switch uses the key of the other switch to authenticate the identity of the other switch; this authentication
always occurs when IPsec traffic is exchanged between the two switches.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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If you have multiple Cisco MDS switches in a mesh topology and wish to exchange IPsec traffic passing
among all of those switches, you must first configure shared keys or RSA public keys among all of those
switches.

Figure 7-2 Two IPsec Switches Without CAs and Digital Certificates
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Every time a new switch is added to the IPsec network, you must configure keys between the new switch
and each of the existing switches. (In Figure 7-3, four additional two-part key configurations are
required to add a single encrypting switch to the network).

Consequently, the more devices that require IPsec services, the more involved the key administration
becomes. This approach does not scale well for larger, more complex encrypting networks.

Figure 7-3 Four IPsec Switches Without a CA and Digital Certificates
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Implementing IPsec with CAs and Digital Certificates

With CA and digital certificates, you do not have to configure keys between all the encrypting switches.
Instead, you individually enroll each participating switch with the CA, requesting a certificate for the
switch. When this has been accomplished, each participating switch can dynamically authenticate all the
other participating switches. When two devices want to communicate, they exchange certificates and
digitally sign data to authenticate each other. When a new device is added to the network, you simply
enroll that device with a CA, and none of the other devices needs modification. When the new device
attempts an IPsec connection, certificates are automatically exchanged and the device can be
authenticated.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Figure 7-4 shows the process of dynamically authenticating the devices.

Figure 7-4 Dynamically Authenticating Devices with a CA
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To add a new IPsec switch to the network, you need only configure that new switch to request a
certificate from the CA, instead of making multiple key configurations with all the other existing IPsec
switches.

How CA Certificates Are Used by IPsec Devices

When two IPsec switches want to exchange [Psec-protected traffic passing between them, they must first
authenticate each other—otherwise, IPsec protection cannot occur. The authentication is done with IKE.

IKE can use two methods to authenticate the switches, using preshared keys without a CA and using RSA
key-pairs with a CA. Both methods require that keys must be preconfigured between the two switches.

Without a CA, a switch authenticates itself to the remote switch using either RSA-encrypted preshared
keys.

With a CA, a switch authenticates itself to the remote switch by sending a certificate to the remote switch
and performing some public key cryptography. Each switch must send its own unique certificate that was
issued and validated by the CA. This process works because the certificate of each switch encapsulates
the public key of the switch, each certificate is authenticated by the CA, and all participating switches
recognize the CA as an authenticating authority. This scheme is called IKE with an RSA signature.

Your switch can continue sending its own certificate for multiple IPsec sessions, and to multiple IPsec
peers until the certificate expires. When the certificate expires, the switch administrator must obtain a
new one from the CA.

CAs can also revoke certificates for devices that will no longer participate in IPsec. Revoked certificates
are not recognized as valid by other IPsec devices. Revoked certificates are listed in a certificate
revocation list (CRL), which each peer may check before accepting a certificate from another peer.

Certificate support for IKE has the following considerations:

e The switch FQDN (host name and domain name) must be configured before installing certificates
for IKE.

e Only those certificates that are configured for IKE or general usage are used by IKE.

[ oL-20596-01
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e The first IKE or general usage certificate configured on the switch is used as the default certificate
by IKE.

e The default certificate is for all IKE peers unless the peer specifies another certificate.

e If the peer asks for a certificate which is signed by a CA that it trusts, then IKE uses that certificate,
if it exists on the switch, even if it is not the default certificate.

e If the default certificate is deleted, the next IKE or general usage certificate, if any exists, is used by
IKE as the default certificate.

e C(Certificate chaining is not supported by IKE.

¢ IKE only sends the identity certificate, not the entire CA chain. For the certificate to be verified on
the peer, the same CA chain must also exist there.

Configuring IPsec Using FCIP Wizard

Step 1

Step 2

Step 3
Step 4

Fabric Manager simplifies the configuration of IPsec and IKE by enabling and configuring these features
as part of the FCIP configuration using the FCIP Wizard.

To enable IPsec using the FCIP Wizard in Fabric Manager, follow these steps:

Click the FCIP Wizard icon in the toolbar.

Figure 7-5 FCIP Wizard

FCIP Tunnel Wizard
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Choose the switches that act as end points for the FCIP link and click Next.

~

Note  These switches must have MPS-14/2 modules installed to configure IPsec on this FCIP link.

Choose the Gigabit Ethernet ports on each MPS-14/2 module that will form the FCIP link.
Check the Enforce IPSEC Security check box and set IKE Auth Key (see Figure 7-6).
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Step 5
Step 6

Step 7
Step 8
Step 9
Step 10

Step 11

Step 1

Figure 7-6 Enabling IPsec on an FCIP Link
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Click Next. In the Specify Tunnel Properties dialog box, you see the TCP connection characteristics.

Set the minimum and maximum bandwidth settings and round-trip time for the TCP connections on this
FCIP link. Click the Measure button to measure the round-trip time between the Gigabit Ethernet
endpoints.

Check the Enable Write Acceleration check box to enable FCIP write acceleration on this FCIP link.
Check the Enable Optimum Compression check box to enable IP compression on this FCIP link.
Click Next to configure the FCIP tunnel parameters.

Set the Port VSAN for nontrunk/auto and allowed VSAN list for the trunk tunnel. choose a Trunk Mode
for this FCIP link. See Cisco Fabric Manager IP Services Configuration Guide.

Click Finish to create this FCIP link or click Cancel to exit the FCIP Wizard without creating an FCIP
link.

To verify that IPsec and IKE are enabled using Fabric Manager, follow these steps:

Expand Switches > Security and then select IPSEC in the Physical Attributes pane.

You see the IPsec configuration in the Information pane in Figure 7-7.
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Figure 7-7 IPSec Configuration
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Step2  The Control tab is the default. Verify that the switches you want to modify for I[PSec are enabled in the
Status column.

Step3  Expand Switches > Security and then select IKE in the Physical Attributes pane.

You see the IKE configuration in the Information pane shown in Figure 7-8.

Figure 7-8 IKE Configuration
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Stepd  The Control tab is the default. Verify that the switches you want to modify for IKE are enabled in the
Status column.
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Manually Configuring IPsec and IKE

Step 1
Step 2
Step 3

Step 4

This section describes how to manually configure IPsec and IKE.
If you are not using the FCIP Wizard See “Configuring IPsec Using FCIP Wizard” section on page 7-10.

IPsec provides secure data flows between participating peers. Multiple IPsec data flows can exist
between two peers to secure different data flows, with each tunnel using a separate set of SAs.

After you have completed IKE configuration, configure IPsec.

To configure IPsec in each participating IPsec peer, follow these steps:

Identify the peers for the traffic to which secure tunnels should be established.
Configure the transform set with the required protocols and algorithms.

Create the crypto map and apply access control lists (IPv4-ACLs), transform sets, peers, and lifetime
values as applicable.

Apply the crypto map to the required interface.

This section contains the following topics:
e About IKE Initialization, page 7-13
e About the IKE Domain, page 7-13
e About IKE Tunnels, page 7-13
e About IKE Policy Negotiation, page 7-14
e Configuring an IKE Policy, page 7-15

About IKE Initialization

The IKE feature must first be enabled and configured so the IPsec feature can establish data flow with
the required peer. Fabric Manager initializes IKE when you first configure it.

You cannot disable IKE if IPsec is enabled. If you disable the IKE feature, the IKE configuration is
cleared from the running configuration.

About the IKE Domain

You must apply the IKE configuration to an IPsec domain to allow traffic to reach the supervisor module
in the local switch. Fabric Manager sets the IPsec domain automatically when you configure IKE.

About IKE Tunnels

An IKE tunnel is a secure IKE session between two endpoints. IKE creates this tunnel to protect IKE
messages used in IPsec SA negotiations.

Two versions of IKE are used in the Cisco NX-OS implementation.

e IKE version 1 (IKEv1) is implemented using RFC 2407, 2408, 2409, and 2412.

[ oL-20596-01
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e IKE version 2 (IKEv2) is a simplified and more efficient version and does not interoperate with
IKEv1. IKEv2 is implemented using the draft-ietf-ipsec-ikev2-16.txt draft.

About IKE Policy Negotiation

To protect IKE negotiations, each IKE negotiation begins with a common (shared) IKE policy. An IKE
policy defines a combination of security parameters to be used during the IKE negotiation. By default,
no IKE policy is configured. You must create IKE policies at each peer. This policy states which security
parameters will be used to protect subsequent IKE negotiations and mandates how peers are
authenticated. You can create multiple, prioritized policies at each peer to ensure that at least one policy
will match a remote peer's policy.

You can configure the policy based on the encryption algorithm (DES, 3DES, or AES), the hash
algorithm (SHA or MDS5), and the DH group (1, 2, or 5). Each policy can contain a different combination
of parameter values. A unique priority number identifies the configured policy. This number ranges from
1 (highest priority) to 255 (lowest priority). You can create multiple policies in a switch. If you need to
connect to a remote peer, you must ascertain that at least one policy in the local switch contains the
identical parameter values configured in the remote peer. If several policies have identical parameter
configurations, the policy with the lowest number is selected.

Table 7-1 provides a list of allowed transform combinations.

Table 7-1 IKE Transform Configuration Parameters
Parameter Accepted Values Keyword Default Value
encryption algorithm 56-bit DES-CBC des 3des

168-bit DES 3des

128-bit AES aes
hash algorithm SHA-1 (HMAC variant) sha sha

MD5 (HMAC variant) md5
authentication method Preshared keys Not configurable Preshared keys
DH group identifier 768-bit DH 1 1

1024-bit DH 2

1536-bit DH 5

The following table lists the supported and verified settings for IPsec and IKE encryption authentication
algorithms on the Microsoft Windows and Linux platforms:

Platform IKE IPsec

Microsoft iSCSI initiator, 3DES, SHA-1 or MDS5, 3DES, SHA-1
Microsoft IPsec implementation |DH group 2
on Microsoft Windows 2000
platform

Cisco iSCSI initiator, 3DES, MDS5, DH group 1 3DES, MD5
Free Swan IPsec implementation
on Linux platform

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Note

When you configure the hash algorithm, the corresponding HMAC version is used as the authentication
algorithm.

When the IKE negotiation begins, IKE looks for an IKE policy that is the same on both peers. The peer
that initiates the negotiation will send all its policies to the remote peer, and the remote peer will try to
find a match. The remote peer looks for a match by comparing its own highest priority policy against the
other peer's received policies. The remote peer checks each of its policies in order of its priority (highest
priority first) until a match is found.

A match is found when the two peers have the same encryption, hash algorithm, authentication
algorithm, and DH group values. If a match is found, IKE completes the security negotiation and the
IPsec SAs are created.

If an acceptable match is not found, IKE refuses negotiation and the IPsec data flows will not be
established.

Configuring an IKE Policy

Step 1

Step 2

Step 3

To configure the IKE policy negotiation parameters using Fabric Manager, follow these steps:

Expand Switches > Security and then select IKE.

You see the IKE configuration in the Information pane in Figure 7-9.

Figure 7-9 IKE Configuration
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Click the Policies tab.

You see the existing IKE polices in the Information pane.
Click Create Row to create an IKE policy.

You see the Create Policy dialog box shown in Figure 7-10.
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Step 4
Step 5
Step 6
Step 7

Note

Figure 7-10 Create IKE
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Enter the Priority for this switch. You can enter a value from one through 255, one being the highest.
Select appropriate values for the encryption, hash, authentication, and DHGroup fields.
Enter the lifetime for the policy. You can enter a lifetime from 600 to 86400 seconds.

Click Create to create this policy, or click Close to discard any unsaved changes.

When the authentication method is rsa-sig, make sure the identity hostname is configured for IKE
because the IKE certificate has a subject name of the FQDN type.

Optional IKE Parameter Configuration

You can optionally configure the following parameters for the IKE feature:

e The lifetime association within each policy—The lifetime ranges from 600 to 86,400 seconds. The
default is 86,400 seconds (equals one day). The lifetime association within each policy is configured
when you are creating an IKE policy. See the “Configuring an IKE Policy” section on page 7-15.

e The keepalive time for each peer if you use IKEv2—The keepalive ranges from 120 to 86,400
seconds. The default is 3,600 seconds (equals one hour).

¢ The initiator version for each peer—IKE v1 or IKE v2 (default). Your choice of initiator version
does not affect interoperability when the remote device initiates the negotiation. Configure this
option if the peer device supports IKEv1 and you can play the initiator role for IKE with the
specified device. Use the following considerations when configuring the initiator version with FCIP
tunnels:

— If the switches on both sides of an FCIP tunnel are running MDS SAN-OS Release 3.0(1) or
later, or Cisco NX-OS 4.1(1) you must configure initiator version IKEv1 on both sides of an
FCIP tunnel to use only IKEv1. If one side of an FCIP tunnel is using IKEv1 and the other side
is using IKEv2, the FCIP tunnel uses IKEv2.

— If the switch on one side of an FCIP tunnel is running MDS SAN-OS Release 3.0(1) or later, or
Cisco NX-OS 4.1(1b) and the switch on the other side of the FCIP tunnel is running MDS
SAN-OS Release 2.x, configuring IKEv1 on either side (or both) results in the FCIP tunnel
using IKEv1.
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Note Only IKE vl is supported to build IPsec between 2.x and 3.x MDS switches.

A

Caution  You may need to configure the initiator version even when the switch does not behave as an
IKE initiator under normal circumstances. Always using this option guarantees a faster
recovery of traffic flows in case of failures.

Tip The keepalive time only applies to IKEv2 peers and not to all peers.

Note  When IPsec implementations in the host prefer to initiate the IPsec rekey, be sure to configure the IPsec
lifetime value in the Cisco MDS switch to be higher than the lifetime value in the host.

This section includes the following topics:
e Configuring the Keepalive Time for a Peer, page 7-17
e Configuring the Initiator Version, page 7-18
¢ C(Clearing IKE Tunnels or Domains, page 7-20
e Refreshing SAs, page 7-20

Configuring the Keepalive Time for a Peer
To configure the keepalive time for each peer using Fabric Manager, follow these steps:

Step 1 Expand Switches > Security and then select IKE.

You see the IKE configuration in the Information pane (see Figure 7-11).
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Step 2

Step 3

Step 4

Figure 7-11 IKE Configuration
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Select the Global tab.

You see the global statistics of a specific IKE protocol in the Information pane (see Figure 7-12).

Figure 7-12 IKE Global Tab Information
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Enter a value (in seconds) in the KeepAliveInterval (sec). The keepalive interval in seconds is used by
the IKE entity on the managed device with all the peers for the DOI corresponding to this conceptual
row.

Click Apply Changes to save your changes.

Configuring the Initiator Version

Step 1

To configure the initiator version using Fabric Manager, follow these steps:

Expand Switches > Security and then select IKE.
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Step 2

Step 3

Step 4
Step 5

Optional IKE Parameter Configuration

You see the IKE configuration in the Information pane (see Figure 7-13).

Figure 7-13

IKE Configuration
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Select the Initiator Version tab.
You see the existing initiator versions for the peers in the Information pane.
Click Create Row to create an initiator version.

You see the Create Initiator Version dialog box shown in Figure 7-14.

Figure 7-14 Create Initiator Version Dialog Box
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Select the Switches for the remote peer for which this IKE protocol initiator is configured.
Enter the IP address of the remote peer.

IKEv1 represents the IKE protocol version used when connecting to a remote peer.
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Step6  Click Create to create this initiator version or click Close to discard any unsaved changes.

Clearing IKE Tunnels or Domains

If an IKE tunnel ID is not specified for the IKE configuration, you can clear all existing IKE domain
connectionsby issuing the clear crypto ike domain ipsec sa command in EXEC mode.

To clear all the IKE Tunnels or Domains using Fabric Manager, follow these steps:

Step1  Expand Switches > Security and then select IKE in the Physical Attributes pane.

You see the IKE configuration in the Information pane (see Figure 7-15).

Figure 7-15 IKE Configuration
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Step2  Click the Tunnels tab in the Information pane.
You see the IKE tunnels.

Step3  Click the Action column and select Clear to clear the tunnel.

Refreshing SAs

To refresh the SAs after changing the IKEv2 configuration using Fabric Manager, follow these steps:

Step 1 Expand Switches > Security and then select IKE in the Physical Attributes pane.

You see the IKE configuration shown in Figure 7-16.
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Step 2
Step 3

Figure 7-16

IKE Configuration
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Click the Pre-Shared AuthKey tab in the Information pane.
Click Refresh Values.

Crypto IPv4-ACLs

IP access control lists (IPv4-ACLs) provide basic network security to all switches in the Cisco MDS
9000 Family. IPv4 IP-ACLs restrict IP-related traffic based on the configured IP filters. See Chapter 5,
“Configuring IPv4 and IPv6 Access Control Lists” for details on creating and defining IPv4-ACLs.

In the context of crypto maps, IPv4-ACLs are different from regular IPv4-ACLs. Regular IPv4-ACLs
determine what traffic to forward or block at an interface. For example, IPv4-ACLs can be created to
protect all IP traffic between subnet A and subnet Y or Telnet traffic between host A and host B.

This section contains the following topics:
e About Crypto IPv4-ACLs, page 7-22
e C(Creating Crypto IPv4-ACLs, page 7-25
e About Transform Sets in IPsec, page 7-25
e Configuring Transform Sets, page 7-26
e About Crypto Map Entries, page 7-28
e Creating Crypto Map Entries, page 7-29
e About SA Lifetime Negotiation, page 7-30
e Setting the SA Lifetime, page 7-31
e About the AutoPeer Option, page 7-32
e Configuring the AutoPeer Option, page 7-33
e About Perfect Forward Secrecy, page 7-34
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e Configuring Perfect Forward Secrecy, page 7-35
e About Crypto Map Set Interface Application, page 7-36
e Applying a Crypto Map Set, page 7-36

About Crypto IPv4-ACLs

Crypto IPv4-ACLs are used to define which IP traffic requires crypto protection and which traffic does
not.

Crypto IPv4-ACLs associated with IPsec crypto map entries have four primary functions:
e Select outbound traffic to be protected by IPsec (permit = protect).

¢ Indicate the data flow to be protected by the new SAs (specified by a single permit entry) when
initiating negotiations for IPsec SAs.

e Process inbound traffic to filter out and discard traffic that should have been protected by IPsec.

e Determine whether or not to accept requests for [IPsec SAs on behalf of the requested data flows
when processing IKE negotiation from the IPsec peer.

Tip If you want some traffic to receive one type of IPsec protection (for example, encryption only) and other
traffic to receive a different type of IPsec protection (for example, both authentication and encryption),
create two IPv4-ACLs. Use both IPv4-ACLs in different crypto maps to specify different IPsec policies.

Note  IPsec does not support IPv6-ACLs.

Crypto IPv4-ACL Guidelines

Follow these guidelines when configuring IPv4-ACLs for the IPsec feature:
e The Cisco NX-OS software only allows name-based IPv4-ACLs.
¢ When an IPv4-ACL is applied to a crypto map, the following options apply:
— Permit—Applies the IPsec feature to the traffic.
— Deny—Allows clear text (default).

~

Note IKE traffic (UDP port 500) is implicitly transmitted in clear text.

e The IPsec feature only considers the source and destination IPv4 addresses and subnet masks,
protocol, and single port number. There is no support for IPv6 in IPsec.

~

Note  The IPsec feature does not support port number ranges and ignores higher port number field,
if specified.

e The permit option causes all IP traffic that matches the specified conditions to be protected by
crypto, using the policy described by the corresponding crypto map entry.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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The deny option prevents traffic from being protected by crypto. The first deny statement causes the
traffic to be in clear text.

The crypto IPv4-ACL you define is applied to an interface after you define the corresponding crypto
map entry and apply the crypto map set to the interface.

Different IPv4-ACLs must be used in different entries of the same crypto map set.

Inbound and outbound traffic is evaluated against the same outbound IPv4-ACL. Therefore, the
IPv4-ACL's criteria is applied in the forward direction to traffic exiting your switch, and the reverse
direction to traffic entering your switch.

Each IPv4-ACL filter assigned to the crypto map entry is equivalent to one security policy entry. The
IPsec feature supports up to 120 security policy entries for each MPS-14/2 module and Cisco MDS
9216i Switch.

IPsec protection (see Figure 7-17) is applied to traffic between switch interface SO (IPv4 address
10.0.0.1) and switch interface S1 (IPv4 address 20.0.0.2) as the data exits switch A's SO interface
enroute to switch interface S1. For traffic from 10.0.0.1 to 20.0.0.2, the IPv4-ACL entry on switch
A is evaluated as follows:

— source = IPv4 address 10.0.0.1
— dest = IPv4 address 20.0.0.2
For traffic from 20.0.0.2 to 10.0.0.1, that same IPv4-ACL entry on switch A is evaluated as follows:
- source = [Pv4 address 20.0.0.2
- dest = IPv4 address 10.0.0.1

Figure 7-17 IPsec Processing of Crypto IPv4-ACLs
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IPSec access list at S1:
access-list S1 permit ip 20.0.0.2 0.0.0.255 10.0.0.1 0.0.0.255
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Traffic exchanged between 10.0.0.1 and 20.0.0.2 is protected.

If you configure multiple statements for a given crypto IPv4-ACL that is used for IPsec, the first
permit statement that is matched is used to determine the scope of the IPsec SA. Later, if traffic
matches a different permit statement of the crypto IPv4-ACL, a new, separate IPsec SA is negotiated
to protect traffic matching the newly matched IPv4-ACL statement.

Unprotected inbound traffic that matches a permit entry in the crypto IPv4-ACL for a crypto map
entry flagged as IPsec is dropped, because this traffic was expected to be protected by IPsec.
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e For IPsec to interoperate effectively with Microsoft iSCSI initiators, specify the TCP protocol and
the local iSCSI TCP port number (default 3260) in the IPv4-ACL. This configuration ensures the
speedy recovery of encrypted iSCSI sessions following disruptions such as Gigabit Ethernet
interfaces shutdowns, VRRP switchovers, and port failures.

Mirror Image Crypto IPv4-ACLs

Tip

For every crypto IPv4-ACL specified for a crypto map entry defined at the local peer, define a mirror
image crypto IPv4-ACL at the remote peer. This configuration ensures that IPsec traffic applied locally
can be processed correctly at the remote peer.

The crypto map entries themselves must also support common transforms and must refer to the other
system as a peer.

Figure 7-18 shows some sample scenarios with and without mirror image IPv4-ACLs.

Figure 7-18 IPsec Processing of Mirror Image Configuration
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As Figure 7-18 indicates, IPsec SAs can be established as expected whenever the two peers' crypto

IPv4-ACLs are mirror images of each other. However, an IPsec SA can be established only some of the
time when the IPv4-ACLs are not mirror images of each other. This can happen in the case when an entry
in one peer's IPv4-ACL is a subset of an entry in the other peer's IPv4-ACL, such as shown in cases 3
and 4 of Figure 7-18. IPsec SA establishment is critical to IPsec. Without SAs, IPsec does not work,
causing any packets matching the crypto IPv4-ACL criteria to be silently dropped instead of being
forwarded with IPsec security.
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In case 4, an SA cannot be established because SAs are always requested according to the crypto
IPv4-ACLs at the initiating packet's end. In case 4, router N requests that all traffic between subnet X
and subnet Y be protected, but this is a superset of the specific flows permitted by the crypto IPv4-ACL
at switch M so the request is not permitted. Case 3 works because switch M's request is a subset of the
specific flows permitted by the crypto IPv4-ACL at router N.

Because of the complexities introduced when crypto IPv4-ACLs are not configured as mirror images at
peer IPsec devices, we strongly encourage you to use mirror image crypto IPv4-ACLs.

The any Keyword in Crypto IPv4-ACLs

pe

Tip

We recommend that you configure mirror image crypto IPv4-ACLs for use by IPsec and that you avoid
using the any option.

The any keyword in a permit statement is discouraged when you have multicast traffic flowing through
the IPsec interface. This configuration can cause multicast traffic to fail.

The permit any statement causes all outbound traffic to be protected (and all protected traffic sent to the
peer specified in the corresponding crypto map entry) and requires protection for all inbound traffic.
Then, all inbound packets that lack IPsec protection are silently dropped, including packets for routing
protocols, NTP, echo, echo response, and so forth.

You need to be sure you define which packets to protect. If you must use any in a permit statement, you
must preface that statement with a series of deny statements to filter out any traffic (that would otherwise
fall within that permit statement) that you do not want to be protected.

Creating Crypto IPv4-ACLs

To create crypto IPv4-ACLs refer to the Chapter 5, “Configuring IPv4 and IPv6 Access Control Lists.”

About Transform Sets in IPsec

Tip

A transform set represents a certain combination of security protocols and algorithms. During the IPsec
security association negotiation, the peers agree to use a particular transform set for protecting a
particular data flow.

You can specify multiple transform sets, and then specify one or more of these transform sets in a crypto
map entry. The transform set defined in the crypto map entry is used in the IPsec security association
negotiation to protect the data flows specified by that crypto map entry's access list.

During IPsec security association negotiations with IKE, the peers search for a transform set that is the
same at both peers. When such a transform set is found, it is selected and applied to the protected traffic
as part of both peers' IPsec security associations.

If you change a transform set definition, the change is only applied to crypto map entries that reference
the transform set. The change is not applied to existing security associations, but used in subsequent
negotiations to establish new security associations. If you want the new settings to take effect sooner,
you can clear all or part of the security association database.
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>
Note  When you enable IPsec, the Cisco NX-OS software automatically creates a default transform set
(ipsec_default_tranform_set) using AES-128 encryption and SHA-1 authentication algorithms.

Table 7-2 provides a list of allowed transform combinations for IPsec.

Table 7-2 IPsec Transform Configuration Parameters

Parameter Accepted Values Keyword

encryption algorithm 56-bit DES-CBC esp-des
168-bit DES esp-3des
128-bit AES-CBC esp-aes 128
128-bit AES-CTR! esp-aes 128 ctr
256-bit AES-CBC esp-aes 256
256-bit AES-CTR! esp-aes 256 ctr

hash/authentication algorithm! SHA-1 (HMAC variant) esp-shal-hmac

(optional) MD5 (HMAC variant) esp-md5-hmac
AES-XCBC-MAC esp-aes-xcbc-mac

1. If you configure the AES counter (CTR) mode, you must also configure the authentication algorithm.

The following table lists the supported and verified settings for IPsec and IKE encryption authentication
algorithms on the Microsoft Windows and Linux platforms:

Platform IKE IPsec

Microsoft iSCSI initiator, 3DES, SHA-1 or MD5, 3DES, SHA-1
Microsoft IPsec implementation |DH group 2
on Microsoft Windows 2000
platform

Cisco iSCSI initiator, 3DES, MDS5, DH group 1 3DES, MD5
Free Swan IPsec implementation
on Linux platform

Configuring Transform Sets

To configure transform sets using Fabric Manager, follow these steps:

Step1  Expand Switches > Security and then select IPSec in the Physical Attributes pane.

You see the IPSec configuration shown in Figure 7-19.
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Figure 7-19 IPsec Configuration
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Step2  Click the Transform Set tab in the Information pane.
Step3  Click Create Row.
You see the Create IPSEC dialog box shown in Figure 7-20.

Figure 7-20 Create IPSEC

@ /SANiFabric sw172-22-46-153/Switches/Securit... [X]

pwlf2-2248233

Switches:
hlame: |
Protocal: [ ESP-Auth
() DES () 3DES (3) AES128CEC
Encryption:
() AES256CEC
Authentication:

Made: (%) Tunhel

154348

Step4  Select the switches that you want to create a transform set for in the Create Transform Set dialog box.
Step5  Assign a name and protocol for the transform set.

Step6  Select the encryption and authentication algorithm. See Table 7-2 to verify the allowed transform
combinations.

Step7  Click Create to create the transform set or you click Close.
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About Crypto Map Entries

Once you have created the crypto IPv4-ACLs and transform sets, you can create crypto map entries that
combine the various parts of the IPsec SA, including the following:

e The traffic to be protected by IPsec (per the crypto IPv4-ACL). A crypto map set can contain
multiple entries, each with a different IPv4-ACL.

e The granularity of the flow to be protected by a set of SAs.

e The IPsec-protected traffic destination (who the remote IPsec peer is).

e The local address to be used for the IPsec traffic (applying to an interface).

e The IPsec security to be applied to this traffic (selecting from a list of one or more transform sets).
e Other parameters to define an IPsec SA.

Crypto map entries with the same crypto map name (but different map sequence numbers) are grouped
into a crypto map set.

When you apply a crypto map set to an interface, the following events occur:
e A security policy database (SPD) is created for that interface.
e All IP traffic passing through the interface is evaluated against the SPD.

If a crypto map entry sees outbound IP traffic that requires protection, an SA is negotiated with the
remote peer according to the parameters included in the crypto map entry.

The policy derived from the crypto map entries is used during the negotiation of SAs. If the local switch
initiates the negotiation, it will use the policy specified in the crypto map entries to create the offer to be
sent to the specified IPsec peer. If the IPsec peer initiates the negotiation, the local switch checks the
policy from the crypto map entries and decides whether to accept or reject the peer's request (offer).

For IPsec to succeed between two IPsec peers, both peers' crypto map entries must contain compatible
configuration statements.

SA Establishment Between Peers

When two peers try to establish an SA, they must each have at least one crypto map entry that is
compatible with one of the other peer's crypto map entries.

For two crypto map entries to be compatible, they must at least meet the following criteria:

e The crypto map entries must contain compatible crypto IPv4-ACLs (for example, mirror image
IPv4-ACLs). If the responding peer entry is in the local crypto, the IPv4-ACL must be permitted by
the peer's crypto IPv4-ACL.

e The crypto map entries must each identify the other peer or must have auto peer configured.

e If you create more than one crypto map entry for a given interface, use the seq-num of each map
entry to rank the map entries: the lower the seq-num, the higher the priority. At the interface that has
the crypto map set, traffic is evaluated against higher priority map entries first.

e The crypto map entries must have at least one transform set in common, where IKE negotiations are
carried out and SAs are established. During the IPsec SA negotiation, the peers agree to use a
particular transform set when protecting a particular data flow.

When a packet matches a permit entry in a particular IPv4-ACL, the corresponding crypto map entry is
tagged, and the connections are established.
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Crypto Map Configuration Guidelines

When configuring crypto map entries, follow these guidelines:

e The sequence number for each crypto map decides the order in which the policies are applied. A
lower sequence number is assigned a higher priority.

¢ Only one IPv4-ACL is allowed for each crypto map entry (the IPv4-ACL itself can have multiple
permit or deny entries).

e  When the tunnel endpoint is the same as the destination address, you can use the auto-peer option
to dynamically configure the peer.

e For IPsec to interoperate effectively with Microsoft iSCSI initiators, specify the TCP protocol and
the local iSCSI TCP port number (default 3260) in the IPv4-ACL. This configuration ensures the
speedy recovery of encrypted iSCSI sessions following disruptions such as Gigabit Ethernet
interfaces shutdowns, VRRP switchovers, and port failures.

Creating Crypto Map Entries

To create mandatory crypto map entries using Fabric Manager, follow these steps:

Step 1 Expand Switches > Security and then select IPSEC in the Physical Attributes pane.

You see the IPsec configuration in the Information pane (see Figure 7-21).

Figure 7-21 IPsec Configuration
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Step2  Choose the CryptoMap Set Entry tab.

You see the existing crypto maps configured (see Figure 7-22).
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Step 3

Step 4

Step 5
Step 6

Step 7
Step 8
Step 9

Figure 7-22 Existing Crypto Maps
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(Optional) Click Create Row to create a crypto map entry.

You see the Create Crypto Map dialog box shown in Figure 7-23.

Figure 7-23 Create Crypto Map Dialog Box

@) ISAN/Fabric sw172-22-46-1 23/Switches/Security/IPSEC/CryptoMap Set Ent... @

Switch:

SetMame:
Priority: | |=]1.65535 (1=highest)

IPACL Profile: ac162ee9112act G2edcl3l2 v|
HfarmSetidList =

[] AutoPeer

Peer Address: | |

() hone () Groupd (odp?58) () Group2(madp 024)
PFS:
() Groupsimodp1536) () Groupd 4(madp2045)

Lifetime: | O |z|‘ 120..86400 sec (0=global)

Lifesize: | 0 || v |3..4193250 ME (O=glabal)

154345

Select the switch that you want to configure or modify. If you are creating a crypto map, set the setName
and priority for this crypto map.

Select the IPv4-ACL Profile and TransformSetIdList from the drop-down list for this crypto map.

(Optional) Check the AutoPeer check box or set the peer address if you are creating a crypto map. See
the “About the AutoPeer Option” section on page 7-32.

Choose the appropriate PFS selection. See the “About Perfect Forward Secrecy” section on page 7-34.
Supply the Lifetime and LifeSize. See the “About SA Lifetime Negotiation” section on page 7-30.

Click Create if you are creating a crypto map, or click Apply Changes if you are modifying an existing
crypto map.

About SA Lifetime Negotiation

You can override the global lifetime values (size and time) by configuring an SA-specific lifetime value.
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To specify SA lifetime negotiation values, you can optionally configure the lifetime value for a specified
crypto map. If you do, this value overrides the globally set values. If you do not specify the crypto map
specific lifetime, the global value (or global default) is used.

See the “Global Lifetime Values” section on page 7-37 for more information on global lifetime values.

Setting the SA Lifetime

Step 1

Step 2

Step 3

To set the SA lifetime for a specified crypto map entry using Fabric Manager, follow these steps:

Expand Switches > Security and then select IPSEC in the Physical Attributes pane.

You see the IP SEC configuration in the Information pane (see Figure 7-24).

Figure 7-24 IPsec Configuration
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Choose the CryptoMap Set Entry tab.

You see the existing crypto maps configured (see Figure 7-25).

Figure 7-25 Existing Crypto Maps - Leftmost Columns
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Scroll to the right half of the dialog box.
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Step 4
Step 5

You see more columns shown in Figure 7-26.

Figure 7-26 Existing Crypto Maps - Rightmost Columns
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Double-click and modify the value in the Life Time(sec) column.

Click Apply Changes to save your changes.

About the AutoPeer Option

Setting the peer address as auto-peer in the crypto map indicates that the destination endpoint of the
traffic should be used as the peer address for the SA. Using the same crypto map, a unique SA can be set
up at each of the endpoints in the subnet specified by the crypto map's IPv4-ACL entry. Auto-peer
simplifies configuration when traffic endpoints are IPsec capable. It is particularly useful for iSCSI,
where the iSCSI hosts in the same subnet do not require separate configuration.

Figure 7-27 shows a scenario where the auto-peer option can simplify configuration. Using the auto-peer
option, only one crypto map entry is needed for all the hosts from subnet X to set up SAs with the switch.
Each host will set up its own SA, but will share the crypto map entry. Without the auto-peer option, each
host needs one crypto map entry.

[l Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Figure 7-27 iSCSI with End-to-End IPsec Using the auto-peer Option
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Configuring the AutoPeer Option

To configure the AutoPeer option using Fabric Manager, follow these steps:

Step1  Expand Switches > Security and then select IPSEC in the Physical Attributes pane.

You see the IPsec configuration in the Information pane (see Figure 7-28).

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Figure 7-28 IPsec Configuration
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Step2  Click the CryptoMap Set Entry tab.

You see the existing crypto maps configured in Figure 7-29.

Figure 7-29

& /SANJFabric sw172-22-46-153 [admin@localhost] - Fabric Manager 3.0{0.350)

File Yiew Zone Tools Performance Server Help

SR | ELE |2 SR

il

Existing Crypto Maps

EEIET LR

Advanced

Logical Dommairs : @ - B I}J ﬁg ? E Q @1

[ 15AM

Control | Global | Transtorm Set | Cryptoblap Set Ertry | intertaces || Cryptobap Summary | Tunnels

InFiter

Switch Hame, Priority

w1 72-22-46-233 forset-sw72-22-46-233-0igE 1 i2-5w1 72-22-45-220-Gi6E8/2, 1 [ac162ee91 [2Iac 62edciBlz2

Physical Attrioutes

~

ERENT-R s
< > £

TransformSetidlist AutoPeer Peer Address CurrentPeer PFS

B141

114 none

154350

Step3  Check or uncheck the AutoPeer option for the selected crypto map set entry.

Stepd  Click Apply Changes to save your changes.

About Perfect Forward Secrecy

To specify SA lifetime negotiation values, you can also optionally configure the perfect forward secrecy

(PES) value in the crypto map.

The PFS feature is disabled by default. If you set the PFS group, you can set one of the DH groups: 1,

2,5, or 14. If you do not specify a DH group, the software uses group 1 by default.

[l Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Configuring Perfect Forward Secrecy

To configure the PFS value using Fabric Manager, follow these steps:

Step1  Expand Switches > Security and then select IPSEC in the Physical Attributes pane.

You see the IPsec configuration in the Information pane (see Figure 7-30).

Figure 7-30 IPsec Configuration

';:3 ISANIFabric sw172-22-46-153 [admin@localhost] - Fabric Manager 3.0(0.350)

File ‘“iew Zone Toolz Performance Server Help
" =k 1 ) [
ok Bl >REAERT | 5O | WRE® | ?
Lagical Domains 4 (G |5] el ‘b E @ [ﬁ
158N q il
| Cortrol | Global | Tranaform Set | Cryptobap Set Entry | Interfaces | CryptoMap Summary | Tunnels
Swvitch Statusz | Command LastCommand Result
=] T2-22-46-222 |disabled jnoSelection  |noSelection  nong
=] T2-22-46-225 |disabled hoSelection  |noSelection  hohe
vl 72-22-46-224 |disabled |noSelection  |hoSelection  |none
AW =wl 72-22-46-233 lenabled [noSelection  |noSelection  none
Physical Atributes 5wl 72-22-46-223 |disabled noSelection  |noSelection  hone
— e - - -
JAA ~ vl 72-22-46-153 |dizabled |noSelection  |hoSelection  |none
IP &CL
Users and Roles
SEH and Telhet
FC-SP (DHCHAP)
PKI
IKE
5L B
~ | End Devices v o
£ v| o
5 rows I &

Step2  Click the CryptoMap Set Entry tab.

You see the existing crypto maps configured in Figure 7-31.

Figure 7-31 Existing Crypto Maps
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Step3  In the drop-down list in the PFS column select the appropriate value.

Stepd  Click Apply Changes to save your changes.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
[ 0L-20596-01 .m



Chapter7  Configuring IPsec Network Security |

M Crypto IPv4-ACLs

Send documentation comments to fm-docfeedback@cisco.com

About Crypto Map Set Interface Application

You need to apply a crypto map set to each interface through which IPsec traffic will flow. Applying the
crypto map set to an interface instructs the switch to evaluate all the interface's traffic against the crypto
map set and to use the specified policy during connection or SA negotiation on behalf of the traffic to
be protected by crypto.

You can apply only one crypto map set to an interface. You can apply the same crypto map to multiple
interfaces. However, you cannot apply more than one crypto map set to each interface.

Applying a Crypto Map Set

To apply a crypto map set to an interface using Fabric Manager, follow these steps:

Step1  Expand Switches > Security and then select IPSEC in the Physical Attributes pane.

You see the IPsec configuration in the Information pane (see Figure 7-32).

Figure 7-32 IPsec Configuration
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Step2  Click the Interfaces tab.

You see the existing interface to crypto map configuration in Figure 7-33.

Figure 7-33 Crypto Map Interfaces
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Step3  Select the switch and interface you want to configure.
Step4  Enter the name of the crypto map that you want to apply to this interface in the CryptomapSetName field.

Step5  Click Create to apply the crypto map to the selected interface or click Close to exit the dialog box
without applying the crypto map.

IPsec Maintenance

Certain configuration changes will only take effect when negotiating subsequent security associations.
If you want the new settings to take immediate effect, you must clear the existing security associations
so that they will be reestablished with the changed configuration. If the switch is actively processing
IPsec traffic, it is desirable to clear only the portion of the security association database that would be
affected by the configuration changes (that is, clear only the security associations established by a given
crypto map set). Clearing the full security association database should be reserved for large-scale
changes, or when the router is processing very little other IPsec traffic.

Global Lifetime Values

If you have not configured a lifetime in the crypto map entry, the global lifetime values are used when
negotiating new IPsec SAs.

You can configure two lifetimes: timed or traffic-volume. An SA expires after the first of these lifetimes
is reached. The default lifetimes are 3,600 seconds (one hour) and 450 GB.

If you change a global lifetime, the new lifetime value will not be applied to currently existing SAs, but
will be used in the negotiation of subsequently established SAs. If you wish to use the new values
immediately, you can clear all or part of the SA database.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Assuming that the particular crypto map entry does not have lifetime values configured, when the switch
requests new SAs it will specify its global lifetime values in the request to the peer; it will use this value
as the lifetime of the new SAs. When the switch receives a negotiation request from the peer, it uses the
value determined by the IKE version in use:

e Ifyouuse IKEv1 to set up IPsec SAs, the SA lifetime values are chosen to be the smaller of the two
proposals. The same values are programmed on both the ends of the tunnel.

e If you use IKEv2 to set up IPsec SAs, the SAs on each end have their own set up of lifetime values
and thus the SAs on both sides expire independently.

The SA (and corresponding keys) will expire according to whichever comes sooner, either after the
specified amount of time (in seconds) has passed or after the specified amount of traffic (in bytes) has
passed.

A new SA is negotiated before the lifetime threshold of the existing SA is reached to ensure that
negotiation completes before the existing SA expires.

The new SA is negotiated when one of the following thresholds is reached (whichever comes first):
¢ 30 seconds before the lifetime expires or
e Approximately 10% of the lifetime in bytes remain

If no traffic has passed through when the lifetime expires, a new SA is not negotiated. Instead, a new SA
will be negotiated only when IPsec sees another packet that should be protected.

To configure global SA lifetimes using Fabric Manager, follow these steps:

Step1  Choose Switches > Security and then select IPSEC in the Physical Attributes pane.
Step2  You see the IPsec configuration in the Information pane.

Step3  Click the Global tab.

Step 4 Double-click and edit the value in the Life Time(sec) column (see Figure 7-34).

Figure 7-34 IPsec Configuration Global Tab
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Step5  Click Apply Changes to save your changes.
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Defau

It Settings

Table 7-3 lists the default settings for IKE parameters.

Table 7-3 Default IKE Parameters

Parameters Default

IKE Disabled.

IKE version IKE version 2.
IKE encryption algorithm 3DES.

IKE hash algorithm SHA.

IKE authentication method

Not configurable (uses preshared keys).

IKE DH group identifier

Group 1.

IKE lifetime association

86,400 00 seconds (equals 24 hours).

IKE keepalive time for each peer (v2)

3,600 seconds (equals 1 hour).

Table 7-4 lists the default settings for [Psec parameters.

Table 7-4 Default IPsec Parameters

Parameters Default

IPsec Disabled.

Applying IPsec to the traffic. Deny—allowing clear text.
IPsec PFS Disabled.

IPsec global lifetime (traffic-volume) |450 Gigabytes.

IPsec global lifetime (time)

3,600 seconds (one hour).

[ oL-20596-01
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CHAPTER

Configuring FC-SP and DHCHAP

This chapter includes the following sections:
e About Fabric Authentication, page 8-1
e DHCHAP, page 8-2
e Default Settings, page 8-10

About Fabric Authentication

Fibre Channel Security Protocol (FC-SP) capabilities provide switch-switch and host-switch
authentication to overcome security challenges for enterprise-wide fabrics. Diffie-Hellman Challenge
Handshake Authentication Protocol (DHCHAP) is an FC-SP protocol that provides authentication
between Cisco MDS 9000 Family switches and other devices. DHCHAP consists of the CHAP protocol
combined with the Diffie-Hellman exchange.

All switches in the Cisco MDS 9000 Family enable fabric-wide authentication from one switch to
another switch, or from a switch to a host. These switch and host authentications are performed locally
or remotely in each fabric. As storage islands are consolidated and migrated to enterprise-wide fabrics
new security challenges arise. The approach of securing storage islands cannot always be guaranteed in
enterprise-wide fabrics.

For example, in a campus environment with geographically distributed switches someone could
maliciously interconnect incompatible switches or you could accidentally do so, resulting in
Inter-Switch Link (ISL) isolation and link disruption. This need for physical security is addressed by
switches in the Cisco MDS 9000 Family (see Figure 8-1).

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Figure 8-1 Switch and Host Authentication
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Note  Fibre Channel (FC) host bus adapters (HBAs) with appropriate firmware and drivers are required for
host-switch authentication.

DHCHAP

DHCHAP is an authentication protocol that authenticates the devices connecting to a switch. Fibre
Channel authentication allows only trusted devices to be added to a fabric, which prevents unauthorized
devices from accessing the switch.

Note  The terms FC-SP and DHCHAP are used interchangeably in this chapter.

DHCHAP is a mandatory password-based, key-exchange authentication protocol that supports both
switch-to-switch and host-to-switch authentication. DHCHAP negotiates hash algorithms and DH
groups before performing authentication. It supports MD5 and SHA-1 algorithm-based authentication.

Configuring the DHCHAP feature requires the ENTERPRISE_PKG license (see the Cisco MDS 9000
Family NX-OS Licensing Guide).

To configure DHCHAP authentication using the local password database, follow these steps:

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Step 1
Step 2
Step 3
Step 4
Step 5
Step 6

Enable DHCHAP.

Identify and configure the DHCHAP authentication modes.

Configure the hash algorithm and DH group.

Configure the DHCHAP password for the local switch and other switches in the fabric.

Configure the DHCHAP timeout value for reauthentication.

Verify the DHCHAP configuration.

This section includes the following topics:

DHCHAP Compatibility with Existing Cisco MDS Features, page 8-3
About Enabling DHCHAP, page 8§-4

Enabling DHCHAP, page 8-4

About DHCHAP Authentication Modes, page 8-4

Configuring the DHCHAP Mode, page 8-5

About the DHCHAP Hash Algorithm, page 8-6

Configuring the DHCHAP Hash Algorithm, page 8-6

About the DHCHAP Group Settings, page 8-6

Configuring the DHCHAP Group Settings, page 8-7

About the DHCHAP Password, page 8-7

Configuring DHCHAP Passwords for the Local Switch, page 8-7
About Password Configuration for Remote Devices, page 8-8
Configuring DHCHAP Passwords for Remote Devices, page 8-8
About the DHCHAP Timeout Value, page 8-9

Configuring the DHCHAP Timeout Value, page 8-9

Configuring DHCHAP AAA Authentication, page 8-10
Enabling FC-SP on ISLs, page 8-10

DHCHAP Compatibility with Existing Cisco MDS Features

This section identifies the impact of configuring the DHCHAP feature along with existing Cisco MDS
features:

PortChannel interfaces—If DHCHAP is enabled for ports belonging to a PortChannel, DHCHAP

authentication is performed at the physical interface level, not at the PortChannel level.

FCIP interfaces—The DHCHAP protocol works with the FCIP interface just as it would with a

physical interface.

Port security or fabric binding—Fabric binding policies are enforced based on identities

authenticated by DHCHAP.
VSANs—DHCHAP authentication is not done on a per-VSAN basis.

High availability—DHCHAP authentication works transparently with existing HA features.

[ oL-20596-01
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About Enabling DHCHAP

By default, the DHCHAP feature is disabled in all switches in the Cisco MDS 9000 Family.

You must explicitly enable the DHCHAP feature to access the configuration and verification commands
for fabric authentication. When you disable this feature, all related configurations are automatically
discarded.

Enabling DHCHAP

Step 1

Step 2
Step 3

To enable DHCHAP for a Cisco MDS switch using Fabric Manager, follow these steps:

Expand Switches, expand Security and then select FC-SP.
You see the FC-SP (DHCHAP) configuration in the Information pane shown in Figure 8-2.

Figure 8-2 FC-SP Configuration

(Gevrsdsy

Cantrol | GeneraliPassword | Local Passwords | Remate Passwords
Switch Status Camrmand LastCommand Result
sw172-22-46-22D|dlsahled noSelection nioSelection none
swil72-22-46-224 |enabled |noSelection  |noSelection none
sw172-22-46-221 |enabled  |noSelection noSelection none
SW172-22-46-225|dlsah|Ed noselection noSelection nong

swl72-22-46-223 |enabled noselsction  noSelection nane
swil72-22-46-233 |enabled  |noSelection  |noSelection none
sw172-22-46-222 |enabled  |noSelection noSelection none
sw172-22-46-174 |disabled |noSelection noSelection nong

183024

The Control tab is the default. You see the FC-SP enable state for all switches in the fabric.
Set the Command drop-down menu to enable for all switches that you want to enable FC-SP on.

Click the Apply Changes icon to enable FC-SP and DHCHAP on the selected switches.

About DHCHAP Authentication Modes

The DHCHAP authentication status for each interface depends on the configured DHCHAP port mode.

When the DHCHAP feature is enabled in a switch, each Fibre Channel interface or FCIP interface may
be configured to be in one of four DHCHAP port modes:

¢ On—During switch initialization, if the connecting device supports DHCHAP authentication, the
software performs the authentication sequence. If the connecting device does not support DHCHAP
authentication, the software moves the link to an isolated state.

e Auto-Active—During switch initialization, if the connecting device supports DHCHAP
authentication, the software performs the authentication sequence. If the connecting device does not
support DHCHAP authentication, the software continues with the rest of the initialization sequence.

¢ Auto-Passive (default)—The switch does not initiate DHCHAP authentication, but participates in
DHCHAP authentication if the connecting device initiates DHCHAP authentication.

e Off—The switch does not support DHCHAP authentication. Authentication messages sent to such
ports return error messages to the initiating switch.
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Note  Whenever DHCHAP port mode is changed to a mode other than the Off mode, reauthentication is
performed.

Table 8-1 identifies the switch-to-switch authentication behavior between two Cisco MDS switches in
various modes.

Table 8-1 DHCHAP Authentication Status Between Two MDS Switches
Switch N Switch 1 DHCHAP Modes
DHCHAP
Modes on auto-active auto-passive off
FC-SP FC-SP authentication |FC-SP authentication |Link is brought
on authentication is is performed. is performed. down.
auto-Active | Performed. FC-SP
FC-SP authentication authentication is
auto-Passive is not performed. not performed.
Link is brought FC-SP authentication is not performed.
off down.

Configuring the DHCHAP Mode

To configure the DHCHAP mode for a particular interface using Fabric Manager, follow these steps:

Step1  Expand Switches, expand Interfaces and then select FC Physical.
You see the interface configuration in the Information pane.
Step2  Click the FC-SP tab.
You see the FC-SP (DHCHAP) configuration in the Information pane shown in Figure 8-3.

Figure 8-3 FC-SP (DHCHAP) Interface Modes

Information o)

General | B Contral | Bb Credit | Other | FLOGI | ELP | Trunk Canfig | Trunk Failures | FSPF | Physical | Capability” FC-5P [[QaSR: 4 b B

Reduth Reduth | Auth Auth | Auth ESP-3PI ESP-Auth
Switch Interface  Mode Inkerval (hr) | Start Successes | Fails | Bypasses | Mismatches | Fails
sw-DIC2-9506 Folf1 aukoPassive a Fl a 1] 1] a 1] -
sw-DC2-9513 Folf1 aukoPassive a : a o] a 1] o
sw-DIC2-9506 Fclf2 aukoPassive a : a a o 1] o]
sw-DC2-9513 felf2 autoPassive 0 (] 0 1] o 0 o
sw-DC2-9513 [folf3 aukoPassive 1] : 1] 1] a 0 1]
sw-DC2-9506 [fo1)3 aukoPassive 1] F] 1] 1] a 0 1]
sw-DC2-9513 [folf4 autoPassive o : 1] a o] 1] o]
sw-DIC2-9506 Folf4 aukoPassive a : a a o] 1] o]
sw-DC2-9513 [fel)S autoPassive 1] [] 1] 1} 1} 0 1}
sw-DC2-9513 [felfe aukoPassive 1] : 1] 1] 1] 0 1]
sw-DC2-9506 [fol)S aukoPassive 1] : 1] 1] a 0 1] -
sw-DIC2-9513 Folf7 aukoPassive a ] a 1] 1] 0 a »
sw-DCZ-9506 Folf/6 autoPassive a : a a o 1] o v E
e o T . = = HE = = =

Step3  Set the Mode drop-down menu to the DHCHAP authentication mode you want to configure for that
interface.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Step4  Click the Apply Changes icon to save these DHCHAP port mode settings.

About the DHCHAP Hash Algorithm

Cisco MDS switches support a default hash algorithm priority list of MD5 followed by SHA-1 for
DHCHAP authentication.

Je

Tip If you change the hash algorithm configuration, then change it globally for all switches in the fabric.

A

Caution = RADIUS and TACACS+ protocols always use MDS5 for CHAP authentication. Using SHA-1 as the hash
algorithm may prevent RADIUS and TACACS+ usage—even if these AAA protocols are enabled for
DHCHAP authentication. If RADIUS or TACACS+ is configured with SHA1 hash algorithm, then FCSP
DHCHAP authentication will fail and ports will not come up.

Configuring the DHCHAP Hash Algorithm

To configure the hash algorithm using Fabric Manager, follow these steps:

Step1  Choose Switches > Security and then select FC-SP.
Step2  Click the General/Password tab.

You see the DHCHAP general settings mode for each switch shown in Figure 8-4.

Figure 8-4 General/ Password Tab

Information - &
eI RAEGT

Control rGenera\,l’Password rLDca\ Passwords rRemote Passwords | SA | ESP Interfaces

Switch Status | Command LastCommand | Result

sw-DC2-92160 disabled |noSelection |noSelection nong

sw-DC2-9134 disabled |noSelection  |noSelection none

sw-DC1-9509 disabled |noSelection  |noSelection none

sw-DC1-9134 disabled |noSelection  |noSelection none

sw-DC1-5ET disabled |noSelection |noSelection none

sw-DC1-92160 disabled |noSelection  |noSelection none ©
sw-DC1-Core-9222i disabled |noSelection |disable SUCCEss ©
sw-DC2-9124 disabled |noSelection  |noSelection none £
sw-DC1-9124 disabled |noSelection  |noSelection none o

Step3  Change the DHCHAP HashList for each switch in the fabric.
Step4  Click the Apply Changes icon to save the updated hash algorithm priority list.

About the DHCHAP Group Settings

All switches in the Cisco MDS Family support all DHCHAP groups specified in the standard: O (null
DH group, which does not perform the Diffie-Hellman exchange), 1, 2, 3, or 4.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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If you change the DH group configuration, change it globally for all switches in the fabric.

Configuring the DHCHAP Group Settings

Step 1
Step 2
Step 3
Step 4

To change the DH group settings using Fabric Manager, follow these steps:

Expand Switches > Security and then select FC-SP.

Click the General/Password tab.
Change the DHCHAP GroupList for each switch in the fabric.

Click the Apply Changes icon to save the updated hash algorithm priority list.

About the DHCHAP Password

DHCHAP authentication in each direction requires a shared secret password between the connected
devices. To do this, you can use one of three approaches to manage passwords for all switches in the
fabric that participate in DHCHAP.

Approach 1—Use the same password for all switches in the fabric. This is the simplest approach.
When you add a new switch, you use the same password to authenticate that switch in this fabric. It
is also the most vulnerable approach if someone from the outside maliciously attempts to access any
one switch in the fabric.

Approach 2—Use a different password for each switch and maintain that password list in each
switch in the fabric. When you add a new switch, you create a new password list and update all
switches with the new list. Accessing one switch yields the password list for all switches in that
fabric.

Approach 3—Use different passwords for different switches in the fabric. When you add a new
switch, multiple new passwords corresponding to each switch in the fabric must be generated and
configured in each switch. Even if one switch is compromised, the password of other switches are
still protected. This approach requires considerable password maintenance by the user.

All passwords are restricted to 64 alphanumeric characters and can be changed, but not deleted.

Tip We recommend using RADIUS or TACACS+ for fabrics with more than five switches. If you need to
use a local password database, you can continue to do so using Approach 3 and using the Cisco MDS

9000 Family Fabric Manager to manage the password database.

Configuring DHCHAP Passwords for the Local Switch

To configure the DHCHAP password for the local switch using Fabric Manager, follow these steps:
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Step 1

Step 2
Step 3

Step 4
Step 5
Step 6

Expand Switches > Security and then select FC-SP.

You see the FC-SP configuration in the Information pane.

Click the Local Passwords tab.

Click the Create Row icon to create a new local password.

You see the Create Local Passwords dialog box.

(Optional) Check the switches that you want to configure the same local password on.
Select the switch WNN and fill in the Password field.

Click Create to save the updated password.

About Password Configuration for Remote Devices

Note

You can configure passwords in the local authentication database for other devices in a fabric. The other
devices are identified by their device name, which is also known as the switch WWN or device WWN.

The password is restricted to 64 characters and can be specified in clear text (0) or in encrypted text (7).

The switch WWN identifies the physical switch. This WWN is used to authenticate the switch and is
different from the VSAN node WWN.

Configuring DHCHAP Passwords for Remote Devices

8-8

Step 1

To locally configure the remote DHCHAP password for another switch in the fabric using Fabric
Manager, follow these steps:

Right-click an ISL and select Enable FC-SP from the drop-down list (see Figure 8-5).

Figure 8-5 Enable FC-SP
z i
g Al
B — 5

72.22.48. 1-?.; £ Interface Attributes 5

Elerment Manager

Create Port Channel...
Re-enable
Enable FC-5P

, Events

183003

You see the Enable FC-SP dialog box.
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Figure 8-6 Enable FC-SP Dialog Box

0 Enable FC-SP on Selected ISLs/SAN/Fabric swi172-22-46-220 -
_~Please fill in Password for the following switches
| Switch Generic Password
[sW172-22-46-174 prosaa |
Bwl7z-22-46-220 | |

183002

Step2  Click Apply to save the updated password.

About the DHCHAP Timeout Value

During the DHCHAP protocol exchange, if the MDS switch does not receive the expected DHCHAP
message within a specified time interval, authentication failure is assumed. The time ranges from 20 (no
authentication is performed) to 1000 seconds. The default is 30 seconds.

When changing the timeout value, consider the following factors:
e The existing RADIUS and TACACS+ timeout values.

e The same value must also be configured on all switches in the fabric.

Configuring the DHCHAP Timeout Value

To configure the DHCHAP timeout value using Fabric Manager, follow these steps:

Step 1 Expand Switches > Security and then select FC-SP.
You see the FC-SP configuration in the Information pane.
Step2  Click the General/Password tab.

You see the DHCHAP general settings mode for each switch (see Figure 8-7).

Figure 8-7 General/Password Tab

Information — 4
gepdRES T

Control rGenera\,l’Password rLDca\ Passwords rRemote Passwords | 54 | ESP Interfaces

Switch Status | Command LastCommand | Resulk

sw-DC2-92161 disabled |noSelection  |noSelection none

sw-DC2-9134 disabled |noSelection  |noSelection none

sw-DC1-9509 disabled |noSelection |noSelection nong

sw-0C1-9134 disabled |noSelection  |noSelection none

sw-DC1-5ET disabled |noSelection  |noSelection none

sw-DC1-92160 disabled |noSelection  |noSelection none ©
sw-DC1-Core-9222 [disabled |noSelection |disable SUCCESS @©
sw-DC2-9124 disabled |noSelection  |noSelection none ©
sw-DC1-9124 disabled |noSelection  |noSelection none o

Step3  Change the DHCHAP timeout value for each switch in the fabric.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Stepd  Click the Apply Changes icon to save the updated information.

Configuring DHCHAP AAA Authentication

You can individually set authentication options. If authentication is not configured, local authentication
is used by default.

Enabling FC-SP on ISLs

There is an ISL pop-up menu in Fabric Manager called Enable FC-SP that enables FC-SP on switches
at either end of the ISL. You are prompted for an FC-SP generic password, then asked to set FC-SP
interface mode to ON for affected ports. Right-click an ISL and click Enable FC-SP to access this
feature.

Default Settings

Table 8-2 lists the default settings for all fabric security features in any switch.

Table 8-2 Default Fabric Security Settings

Parameters Default

DHCHAP feature Disabled

DHCHAP hash algorithm A priority list of MDS5 followed by SHA-1 for DHCHAP
authentication

DHCHAP authentication mode Auto-passive

DHCHAP group default priority 0, 4, 1, 2, and 3 respectively

exchange order

DHCHAP timeout value 30 seconds

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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CHAPTER

Configuring Port Security

All switches in the Cisco MDS 9000 Family provide port security features that reject intrusion attempts
and report these intrusions to the administrator.

Note  Port security is only supported for Fibre Channel ports.

This chapter includes the following sections:
e About Port Security, page 9-1
e Port Security Configuration, page 9-3
e Enabling Port Security, page 9-8
e Activating Port Security, page 9-9
e About Enabling Auto-learning, page 9-12
e Port Security Manual Configuration, page 9-15
e Port Security Configuration Distribution, page 9-17
e Database Merge Guidelines, page 9-20
e Port Security Activation, page 9-9
¢ Auto-learning, page 9-12
e Port Security Manual Configuration, page 9-15
e Port Security Configuration Distribution, page 9-17
e Database Merge Guidelines, page 9-20
e Database Interaction, page 9-20
e Database Merge Guidelines, page 9-20

About Port Security

All switches in the Cisco MDS 9000 Family provide port security features that reject intrusion attempts
and report these intrusions to the administrator.

Typically, any Fibre Channel device in a SAN can attach to any SAN switch port and access SAN
services based on zone membership. Port security features prevent unauthorized access to a switch port
in the Cisco MDS 9000 Family in the following ways:

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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e Login requests from unauthorized Fibre Channel devices (Nx ports) and switches (XE ports) are
rejected.

e All intrusion attempts are reported to the SAN administrator through system messages.

e Configuration distribution uses the CFS infrastructure, and is limited to those switches that are CFS
capable. Distribution is disabled by default.

¢ Configuring the port security policy requires the ENTERPRISE_PKG license (see the Cisco MDS
9000 Family NX-OS Licensing Guide).

This section includes the following topics:
e Port Security Enforcement, page 9-2
e About Auto-Learning, page 9-2
e Port Security Activation, page 9-3

Port Security Enforcement

To enforce port security, configure the devices and switch port interfaces through which each device or
switch is connected, and activate the configuration.

e Use the port world wide name (pWWN) or the node world wide name (nWWN) to specify the Nx
port connection for each device.

e Use the switch world wide name (SWWN) to specify the XE port connection for each switch.
Each Nx and xE port can be configured to restrict a single port or a range of ports.
Enforcement of port security policies are done on every activation and when the port tries to come up.
The port security feature uses two databases to accept and implement configuration changes.

¢ Configuration database—All configuration changes are stored in the configuration database.

e Active database—The database currently enforced by the fabric. The port security feature requires
all devices connecting to a switch to be part of the port security active database. The software uses
this active database to enforce authorization.

About Auto-Learning

You can instruct the switch to automatically learn (auto-learn) the port security configurations over a
specified period. This feature allows any switch in the Cisco MDS 9000 Family to automatically learn
about devices and switches that connect to it. Use this feature when you activate the port security feature
for the first time as it saves tedious manual configuration for each port. You must configure auto-learning
on a per-VSAN basis. If enabled, devices and switches that are allowed to connect to the switch are
automatically learned, even if you have not configured any port access.

When auto-learning is enabled, learning happens for the devices or interfaces that were already logged
into the switch and also for the new devices will login in future. Learned entries on a port are cleaned
up after you shut down that port if auto-learning is still enabled.

Learning does not override the existing configured port security policies. So, for example, if an interface
is configured to allow a specific pWWN, then auto-learning will not add a new entry to allow any other
pWWN on that interface. All other pWWNs will be blocked even in auto-learning mode.

No entries are learned for a port in the shutdown state.

When you activate the port security feature, auto-learning is also automatically enabled.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Note  If you activate port security feature, auto-learning gets enabled by default. You cannot re-activate port
security until auto-learning is disabled or deactivate and activate again.

Port Security Activation

By default, the port security feature is not activated in any switch in the Cisco MDS 9000 Family.
By activating the port security feature, the following apply:
e Auto-learning is also automatically enabled, which means:

— From this point, auto-learning happens for the devices or interfaces that were already logged
into the switch and also for the new devices will login in future.

— You cannot activate the database until you disable auto-learning.
e All the devices that are already logged in are learned and are added to the active database.
e All entries in the configured database are copied to the active database.

After the database is activated, subsequent device login is subject to the activated port bound WWN
pairs, excluding the auto-learned entries. You must disable auto-learning before the auto-learned entries
become activated.

When you activate the port security feature, auto-learning is also automatically enabled. You can choose
to activate the port security feature and disable auto-learning.

Tip If a port is shut down because of a denied login attempt, and you subsequently configure the database to
allow that login, the port does not come up automatically. You must explicitly issue a no shutdown CLI
command to bring that port back online.

Port Security Configuration

The steps to configure port security depend on which features you are using. Auto-learning works
differently if you are using CFS distribution.

This section includes the following topics:
e Configuring Port Security with Auto-Learning and CFS Distribution, page 9-3
e Configuring Port Security with Auto-Learning without CFS, page 9-4
e Configuring Port Security with Manual Database Configuration, page 9-4

Configuring Port Security with Auto-Learning and CFS Distribution

To configure port security, using auto-learning and CFS distribution, follow these steps:

Step 1 Enable port security. See the “Enabling Port Security” section on page 9-8.
Step2  Enable CFS distribution. See the “Enabling Distribution” section on page 9-18.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Step 3

Step 4

Step 5
Step 6
Step 7

Step 8

Step 9

Step 10

Activate port security on each VSAN. This turns on auto-learning by default. See the “Activating Port
Security” section on page 9-9.

Issue a CFS commit to copy this configuration to all switches in the fabric. See the “Committing the
Changes” section on page 9-19. At this point, all switches are activated, and auto-learning.

Wait until all switches and all hosts are automatically learned.
Disable auto-learn on each VSAN. See the“Disabling Auto-learning” section on page 9-13.

Issue a CFS commit to copy this configuration to all switches in the fabric. See the “Committing the
Changes” section on page 9-19. At this point, the auto-learned entries from every switch are combined
into a static active database that is distributed to all switches.

Copy the active database to the configure database on each VSAN. See the “Copying the Port Security
Database” section on page 9-22.

Issue a CFS commit to copy this configuration to all switches in the fabric. See the “Committing the
Changes” section on page 9-19. This ensures that the configure database is the same on all switches in
the fabric.

Copy the running configuration to the startup configuration, using the fabric option. This saves the port
security configure database to the startup configuration on all switches in the fabric.

Configuring Port Security with Auto-Learning without CFS

Step 1
Step 2

Step 3
Step 4
Step 5

Step 6

Step 7

To configure port security using auto-learning without CFS, follow these steps:

Enable port security. See the “Enabling Port Security” section on page 9-8.

Activate port security on each VSAN. This turns on auto-learning by default. See the “Activating Port
Security” section on page 9-9.

Wait until all switches and all hosts are automatically learned.
Disable auto-learn on each VSAN. See the “Disabling Auto-learning” section on page 9-13.

Copy the active database to the configure database on each VSAN. See the “Copying the Port Security
Database” section on page 9-22.

Copy the running configuration to the startup configuration This saves the port security configure
database to the startup configuration.

Repeat Step 1 through Step 6 for all switches in the fabric.

Configuring Port Security with Manual Database Configuration

Step 1
Step 2

To configure port security and manually configure the port security database, follow these steps:

Enable port security. See the “Enabling Port Security” section on page 9-8.

Manually configure all port security entries into the configure database on each VSAN. See the “Port
Security Manual Configuration” section on page 9-15.
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Step 3

Step 4
Step 5

Step 6

Activate port security on each VSAN. This turns on auto-learning by default. See the “Activating Port
Security” section on page 9-9.

Disable auto-learn on each VSAN. See the “Disabling Auto-learning” section on page 9-13.

Copy the running configuration to the startup configuration This saves the port security configure
database to the startup configuration.

Repeat Step 1 through Step 5 for all switches in the fabric.

Configuring Port Security Using the Configuration Wizard

Prerequisites

Step 1

The Port Security Configuration wizard provides step-by-step procedures for setting up the Port Security
Policy for a selected VSAN. The Port Security Configuration wizard also supports the central
management through CFS, making it possible to complete the entire configuration at one place.

The wizard automatically conducts few essential operations. For example, if you want central
management, the wizard conducts operations to check CFS capability, enable CFS, and issue CFS
commit at the proper stages.

To manage security at a particular port, you do not need to run through the wizard to configure the port
security policy from the VSAN wide, but you can directly edit accesses on the port itself. This operation
can be done through the Port Binding dialog box. If the port's belonging switch has not enabled port
security yet, the dialog box enables security first. If the port security is enabled, the dialog box will edit
the policy database based on user operations.

The prerequisites for configuring port security are as follows:
e Port security is enabled on the switch.

e Port security policy should be defined either manually by editing bound devices or switches or ports
or by using autolearning.

e Port Security policy is activated.
e Activated and configured databases are synchronized through copy.
e Activated database is copied to be the startup configuration.

e CFS should be enabled on all switches in the VSAN. A CFS master switch is selected to do all
configurations. All changes will be distributed to the VSAN through the CFS commit command.

To configure port security, follow these steps:

Click the Port Security ﬁ button on the toolbar.

Before launching the Port Security Setup Wizard, Fabric Manager checks the CFS capability of the
switches in the VSAN.

If VSAN context is not available, the wizard prompts to select VSAN as shown in Figure 9-1.

[ oL-20596-01
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Figure 9-1 Select VSAN Window

Select VSAN - /SAN/Fabric_sw-189

92 Select YSAM
MO0 (se
|soonersan (37
|ttre (43
[¥SANDOOS
[F1CON7
[WSANDOOS
[VSAMO009
[VSAMO011
[VSAMO012
[VSAMOD13 v

mented @ ql-+-5| s

oK ] [ Cancel

242990

Step2  Select the VSAN from the list and click OK.
You see the first page of the Port Security Setup Wizard as shown in Figure 9-2.

Figure 9-2 Select Master Switch Page

® Part Security Setup Wizard (YSANOOO1) - /SSAN/Fabric_sw1 f2-22-46-224 @

| itk Ll
Please select a Master Switch. All Port Security configurations will be applied to this
switch and propagated ko rest of the switches using CFS. In addition, Port Security and
CF3 will be enabled on all capable Fabric switches,

lsw172-22-46-174 {Port Security not enabled)
|5l 72-22-46-220 (Port Security not enabled)
|5l 72-22-46-221 (Port Security not enabled)
|5l 72-22-46-222 (Port Security not enabled)
|sw172-22-46-223 (Port Security not enabled)

| {Port Security not enabled)
lsw172-22-46-225 (Port Security not enabled)
|5W172-22-46-233 (Port Security not enabled)
172.22.47.133 (Port Security not enabled)
swl172-22-47-167 (Port Security not enabled)
sw172-22-47-20 (Port Security not enabled)

Automatically learn all logged in ports in ¥3ARN. (Wil overnwrite existing port configuration!)

Mext [~ ][ Cancel ]

242188

Step3 Do the following in the Select Master Switch page:

e Select the required master switch.

¢ Select Automatically learn all logged in ports in VSAN to Autolearn port configuration.

Step4  Click Next to proceed.
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You see Edit and Activate Configuration page as shown in Figure 9-3.

Figure 9-3

Edit and Activate Configuration Page

® Port Security Setup Wizard (VYSANOOO1) - /SSAN/Fabric_swi172-22-46-224

Port Security Configuration

Press Finish to activate Pork Security on swi172-22-46-225 when you have finished
editing the port configuration
i_“'l-'\y'pe Device WiwWh Mame Bound -'I-'-D_Interface,l'w_ |
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Step5  Click Insert to create port binding.
You see the Insert Port Security Devices dialog box as shown in Figure 9-4.
Figure 9-4 Insert Port Security Devices Dialog Box
@ [nsert Port Security Devices - SSAN/Fabr...
Bind: (&)
Park or Swikch WWN: | |
~To =
Switch: | | =
Interface Wihn; | [ E]
=t
[o]4 Close 2
Lok ] §
Step6  Two types of port binding can be created using the Insert Port Security Devices dialog box:
e Port WWN-pWWN bound to an interface WWN.
e Switch-Switch WWN bound to an interface. (Mainly useful for ISL binding).
Step7  Select the type of port binding by clicking the radio buttons and enter the supporting values.
Step8  Click OK.
Step9  Click Close to exit the Insert Port Security window.
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Note

To delete an entry in the Edit and Activate Configuration page of the wizard, select the entry and
click the Delete button.

Step10  Click Finish to complete the Port Security Configuration for the selected switch.

Enabling Port Security

By default, the port security feature is disabled in all switches in the Cisco MDS 9000 Family.

To enable port security using Fabric Manager, follow these steps:

Step1  Expand a VSAN and then select Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane (see Figure 9-5).
Figure 9-5 Port Security Configuration
Fabric Manager 4.2{1) [qa-admin@192 0 2.255 {session 20)] /SAN,/Fabric_sw-odc1-i-31/¥5AN0001 (down,segmented @ sw-odcl-¥-32)
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L NSOM Attributes Switch Status |Command | LastCommand |Result
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- Fabric Binding swi-odc 1 -eu-36 disabled noSelection  |disable SUCCESS
L FICON swi-ode 1-eu-37 disabled noSelection  |disable SUCCESS %
L..FSPF sw-odcl-p-39 disabled noSelection  |disable SUCCESS g
[ sw-odcl-p-38 disabled noSelection  |disable SUCCESS &
Step2  Click the CFS tab.
You see the information show in Figure 9-6.
Figure 9-6 Port Security CFS
Fabric Manager 4.2(1) [qa-admin@192.0 2.255 {session 20)] /SAN/Fabric_sw-odc1-i-31,/¥YSANDDD1 (down,segmented @ sw-odcl-v-32)
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= GG SAN0DD1 {down,segrert wiolations | Statistics
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[+ ] Domain Managsr Switch Cper State | Action Command Result | Switch User Mame | Status [Ma:
3 sw-odcl-v-3Z |enabled disable  |noSelection commitChanges  |success success| |
+--Fabric Binding
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- FSPF =
5D Il
o0 eddvanced 5
Step3  Enable CFS on all participating switches in the VSAN by clicking each entry in the Global column and
selecting enable.
Step4  Click Apply Changes to enable CFS distribution for the port security feature.
Step5  Click the Control tab.
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You see the port security enable state for all switches in the selected VSAN (see Figure 9-7).

Figure 9-7 Port Security Configuration
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Step6  Set the Command column to enable for each switch in the VSAN.
Step7  Click the CFS tab and set the Command column to commit on all participating switches in the VSAN.
Step8  Click Apply Changes to distribute the enabled port security to all switches in the VSAN.

Port Security Activation

This section includes the following topics:
e Activating Port Security, page 9-9
e Database Activation Rejection, page 9-10
e Forcing Port Security Activation, page 9-10
e Copying an Active Database to the Config Database, page 9-11
e Displaying Activated Port Security Settings, page 9-11
e Displaying Port Security Statistics, page 9-12
e Displaying Port Security Violations, page 9-12

Activating Port Security

To activate port security using Fabric Manager, follow these steps:

Step 1 Expand a VSAN and select Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane.
Step2  Click the Actions tab.

Step 3 Click in the Action column under Activation, next to the switch or VSAN on which you want to activate
port security. You see a drop-down menu with the following options:

e activate—Valid port security settings are activated.

e activate (TurnLearningOff)—Valid port security settings are activated and auto-learn turned off.

[ oL-20596-01
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Step 4
Step 5
Step 6
Step 7

~

Note

e forceActivate—Activation is forced.
e forceActivate(TurnLearningOff)—Activation is forced and auto-learn is turned off.
e deactivate—All currently active port security settings are deactivated.
¢ NoSelection— No action is taken.
Set the Action field you want for that switch.
Uncheck the AutoLearn check box for each switch in the VSAN to disable auto-learning.
Click the CFS tab and set the command column to commit on all participating switches in the VSAN.

Click Apply Changes in Fabric Manager or Apply in Device Manager to save these changes.

If required, you can disable auto-learning (see the “Disabling Auto-learning” section on page 9-13).

Database Activation Rejection

Database activation is rejected in the following cases:
e Missing or conflicting entries exist in the configuration database but not in the active database.

¢ The auto-learning feature was enabled before the activation. To reactivate a database in this state,
disable auto-learning.

e The exact security is not configured for each PortChannel member.
e The configured database is empty but the active database is not.

If the database activation is rejected due to one or more conflicts listed in the previous section, you may
decide to proceed by forcing the port security activation.

Forcing Port Security Activation

S

Note

Step 1

Step 2
Step 3

Step 4
Step 5
Step 6

If the port security activation request is rejected, you can force the activation.

An activation using the force option can log out existing devices if they violate the active database.

To forcefully activate the port security database using Fabric Manager, follow these steps:

Expand a VSAN and select Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane.
Click the Actions tab.

Click in the Action column under Activation, next to the switch or VSAN on which you want to activate
port security and select the forceactivate option.

Set the Action field you want for that switch.
Click the CFS tab and set the command column to commit on all participating switches in the VSAN.

Click Apply Changes in Fabric Manager or Apply in Device Manager to save these changes.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Database Reactivation

Je

Tip

Step 1
Step 2

Step 3
Step 4

If auto-learning is enabled, and you cannot activate the database, you will not be allowed to proceed .

To reactivate the port security database using Fabric Manager, follow these steps:

Disable auto-learning.

Copy the active database to the configured database.

Je

ﬁ If the active database is empty, you cannot perform this step.

Make the required changes to the configuration database.

Activate the database.

Copying an Active Database to the Config Database

Step 1

Step 2

Step 3

Step 4

Step 5
Step 6

To copy the active database to the config database using Fabric Manager, follow these steps:

Expand a VSAN and select Port Security in the Logical Domains pane.

You see the port security configuration for that VSAN in the Information pane.

Click the Actions tab.

You see the switches for that VSAN.

Check the CopyActive ToConfig check box next to the switch for which you want to copy the database.
The active database is copied to the config database when the security setting is activated.

Uncheck the CopyActive ToConfig check box if you do not want the database copied when the security
setting is activated.

Click the CFS tab and set the command column to commit on all participating switches in the VSAN.

Click Apply Changes to save these changes or click Undo Changes to discard any unsaved changes.

Displaying Activated Port Security Settings

Step 1

Step 2

To display active port security settings using Fabric Manager, follow these steps:

Expand a VSAN and select Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane.

Click the Active Database tab.

[ oL-20596-01
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You see the active port security settings for that VSAN.

Displaying Port Security Statistics

To display port security statistics using Fabric Manager, follow these steps:

Step1  Expand a VSAN and select Port Security in the Logical Domains pane.

You see the port security configuration for that VSAN in the Information pane.
Step2  Click the Statistics tab.

You see the port security statistics for that VSAN.

Displaying Port Security Violations

Port violations are invalid login attempts (for example, login requests from unauthorized Fibre Channel
devices). You can display a list of these attempts on a per-VSAN basis, using Fabric Manager.

To display port security violations, follow these steps:

Step 1 Expand a VSAN and select Port Security in the Logical Domains pane.
You see the port security configuration for that VSAN in the Information pane.

Step2  Click the Violations tab. You see the port security violations for that VSAN.

Auto-learning

This section contains the following topics:
e About Enabling Auto-learning, page 9-12
e Enabling Auto-learning, page 9-13
e Disabling Auto-learning, page 9-13
e Auto-learning Device Authorization, page 9-14

e Authorization Scenarios, page 9-14

About Enabling Auto-learning

The state of the auto-learning configuration depends on the state of the port security feature:
e If the port security feature is not activated, auto-learning is disabled by default.

e If the port security feature is activated, auto-learning is enabled by default (unless you explicitly
disabled this option).

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Je

ﬁ If auto-learning is enabled on a VSAN, you can only activate the database for that VSAN by using the
force option.

Enabling Auto-learning

To enable auto-learning using Fabric Manager, follow these steps:

Step 1 Expand a VSAN and select Port Security in the Logical Domains pane.

You see the port security configuration for that VSAN in the Information pane (see Figure 9-8).

Figure 9-8 Port Security Configuration

& @ |}] '5"3 ‘3 E @ '_-5‘5‘ (%) Running () Pending

| Control R Actions | Config Database | Active Database | Database Differences | Wiolations | Statistics

Copyhctive Clear
IMaster Action Enabled | Result | LastChange = ToConfig Autolearn | Autolearned Autolearned Inter g
Ewi17z-22-46-220[MNoSelection [False [uccess nfa | || ction | 2

Step2  Click the Actions tab.

Step3  Click in the Action column under Activation, next to the switch or VSAN on which you want to activate
port security. You see a drop-down menu with the following options:

e activate—Valid port security settings are activated.
e activate (TurnLearningOff)—Valid port security settings are activated and auto-learn turned off.
e forceActivate—Activation is forced.
e forceActivate(TurnLearningOff)—Activation is forced and auto-learn is turned off.
e deactivate—All currently active port security settings are deactivated.
¢ NoSelection— No action is taken.
Step4  Select one of the port security options for that switch.
Step5  Check the AutoLearn check box for each switch in the VSAN to enable auto-learning.
Step6  Click the Apply Changes icon to save these changes.

Disabling Auto-learning

To disable auto-learning using Fabric Manager, follow these steps:

Step1  Expand a VSAN and select Port Security in the Logical Domains pane.

You see the port security configuration for that VSAN in the Information pane (see Figure 9-8).
Step2  Click the Actions tab.

You see the switches for that VSAN.

Step3  Uncheck the AutoLearn check box next to the switch if you want to disable auto-learning.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Step4  Click the Apply Changes icon to save these changes.

Auto-learning Device Authorization

Table 9-1 summarizes the authorized connection conditions for device requests.

Table 9-1 Authorized Auto-learning Device Requests
Condition |Device (pWWN, nWWN, sWWN) Requests Connection to  |Authorization
1 Configured with one or more switch A configured switch port |Permitted
2 ports Any other switch port Denied
3 Not configured A switch port that is not |Permitted if
configured auto-learning
enabled
4 Denied if
auto-learning
disabled
5 Configured or not configured A switch port that allows |Permitted
any device
6 Configured to log in to any switch port |Any port on the switch  |Permitted
7 Not configured A port configured with  |Denied

some other device

Authorization Scenarios

Assume that the port security feature is activated and the following conditions are specified in the active

database:

e A pWWN (P1) is allowed access through interface fc1/1 (F1).
e A pWWN (P2) is allowed access through interface fc1/1 (F1).
e AnWWN (N1) is allowed access through interface fc1/2 (F2).
e Any WWN is allowed access through interface fc1/3 (F3).

¢ A nWWN (N3) is allowed access through any interface.

e A pWWN (P3) is allowed access through interface fc1/4 (F4).

e A sWWN (S1) is allowed access through interface fc1/10-13 (F10 to F13).
e A pWWN (P10) is allowed access through interface fc1/11 (F11).

Table 9-2 summarizes the port security authorization results for this active database. The conditions
listed refer to the conditions from Table 9-1.

[l Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Table 9-2 Authorization Results for Scenario

Device Connection Request Authorization |Condition |Reason

P1, N2, F1 Permitted 1 No conflict.

P2, N2, F1 Permitted 1 No conflict.

P3, N2, F1 Denied 2 F1 is bound to P1/P2.

P1, N3, F1 Permitted 6 Wildcard match for N3.

P1, N1, F3 Permitted 5 Wildcard match for F3.

P1, N4, F5 Denied 2 P1 is bound to F1.

P5, N1, F5 Denied 2 N1 is only allowed on F2.

P3, N3, F4 Permitted 1 No conflict.

S1, F10 Permitted 1 No conflict.

S2, F11 Denied 7 P10 is bound to F11.

P4, N4, F5 (auto-learning on) Permitted 3 No conflict.

P4, N4, F5(auto-learning off) Denied 4 No match.

S3, F5 (auto-learning on) Permitted 3 No conflict.

S3, F5 (auto-learning off) Denied 4 No match.

P1, N1, F6 (auto-learning on) Denied 2 P1 is bound to F1.

P5, N5, F1 (auto-learning on)  |Denied 7 Only P1 and P2 bound to F1.

S3, F4 (auto-learning on) Denied 7 P3 paired with F4.

S1, F3 (auto-learning on) Permitted 5 No conflict.

PS5, N3, F3 Permitted 6 Wildcard ( * ) match for F3
and N3.

P7, N3, F9 Permitted 6 Wildcard ( * ) match for N3.

Port Security Manual Configuration

To configure port security on any switch in the Cisco MDS 9000 Family, follow these steps:

Step 1
Step 2
Step 3
Step 4

Identify the WWN of the ports that need to be secured.
Secure the fWWN to an authorized nWWN or pWWN.

Activate the port security database.

Verify your configuration.

This section includes the following topics:
e About WWN Identification, page 9-16
¢ Adding Authorized Port Pairs, page 9-16

e Deleting Port Security Setting, page 9-17

[ oL-20596-01
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About WWN Identification

If you decide to manually configure port security, be sure to adhere to the following guidelines:
e Identify switch ports by the interface or by the fWWN.
e Identify devices by the pWWN or by the nWWN.

e If an Nx port is allowed to log in to SAN switch port Fx, then that Nx port can only log in through
the specified Fx port.

e If an Nx port’s nWWN is bound to an Fx port WWN, then all pWWNss in the Nx port are implicitly
paired with the Fx port.

e TE port checking is done on each VSAN in the allowed VSAN list of the trunk port.
e All PortChannel xE ports must be configured with the same set of WWNs in the same PortChannel.

e E port security is implemented in the port VSAN of the E port. In this case the sSWWN is used to
secure authorization checks.

¢ Once activated, the config database can be modified without any effect on the active database.

¢ By saving the running configuration, you save the configuration database and activated entries in the
active database. Learned entries in the active database are not saved.

Adding Authorized Port Pairs

After identifying the WWN pairs that need to be bound, add those pairs to the port security database.

Je

Tip Remote switch binding can be specified at the local switch. To specify the remote interfaces, you can
use either the fWWN or sWWN-interface combination.

To add authorized port pairs for port security using Fabric Manager, follow these steps:

Step1  Expand a VSAN and select Port Security in the Logical Domains pane.
Step2  Click the Config Database tab.
Step3  Click Create Row to add an authorized port pair.

You see the Create Port Security dialog box shown in Figure 9-9.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Figure 9-9 Create Port Security Dialog Box
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Stepd  Double-click the device from the available list for which you want to create the port security setting.
Step5 Double-click the port from the available list to which you want to bind the device.
Step6  Click Create to create the port security setting.

Step7  Click the Apply Changes icon to save these changes.

Deleting Port Security Setting

To delete a port security setting from the configured database on a switch, follow these steps:

Step1  Expand a VSAN and select Port Security in the Logical Domains pane.
Step2  Click the Config Database tab.
You see the configured port security settings for that VSAN.
Step3  Click the row you want to delete.
Stepd  Click Delete Row.
You see the confirmation dialog box.
Step5  Click Yes to delete the row, or click No to close the confirmation dialog box without deleting the row.

Step6  Click the Apply Changes icon to save these changes.

Port Security Configuration Distribution

The port security feature uses the Cisco Fabric Services (CFS) infrastructure to enable efficient database
management, provide a single point of configuration for the entire fabric in the VSAN, and enforce the
port security policies throughout the fabric.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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This section includes the following topics:
e Enabling Distribution, page 9-18
e Locking the Fabric, page 9-18
e Committing the Changes, page 9-19

e Activation and Auto-learning Configuration Distribution, page 9-19

Enabling Distribution

Note

Tip

Step 1

Step 2

Step 3
Step 4

All the configurations performed in distributed mode are stored in a pending (temporary) database. If
you modify the configuration, you need to commit or discard the pending database changes to the
configurations. The fabric remains locked during this period. Changes to the pending database are not
reflected in the configurations until you commit the changes.

Port activation or deactivation and auto-learning enable or disable do not take effect until after a CFS
commit if CFS distribution is enabled. Always follow any one of these operations with a CFS commit to
ensure proper configuration. See the “Activation and Auto-learning Configuration Distribution” section
on page 9-19.

In this case, we recommend that you perform a commit at the end of each operation: after you activate
port security and after you enable auto learning.

To enable distribution using Fabric Manager, follow these steps:

Expand a VSAN and select Port Security in the Logical Domains pane.

You see the port security configuration for that VSAN in the Information pane (see Figure 9-8).
Click the Control tab.

You see the switches for that VSAN.

In the Command column, select enable or disable from the drop-down menu.

Click the Apply Changes icon to save the changes.

Locking the Fabric

The first action that modifies the existing configuration creates the pending database and locks the
feature in the VSAN. Once you lock the fabric, the following situations apply:

e No other user can make any configuration changes to this feature.

¢ A copy of the configuration database becomes the pending database.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Committing the Changes

If you commit the changes made to the configurations, the configurations in the pending database are
distributed to other switches. On a successful commit, the configuration change is applied throughout
the fabric and the lock is released.

Activation and Auto-learning Configuration Distribution

Activation and auto-learning configurations in distributed mode are remembered as actions to be
performed when you commit the changes in the pending database.

Learned entries are temporary and do not have any role in determining if a login is authorized or not. As
such, learned entries do not participate in distribution. When you disable learning and commit the

changes in the pending database, the learned entries become static entries in the active database and are
distributed to all switches in the fabric. After the commit, the active database on all switches are identical
and learning can be disabled.

If the pending database contains more than one activation and auto-learning configuration when you
commit the changes, then the activation and auto-learning changes are consolidated and the behavior
may change (see Table 9-3).

Table 9-3 Scenarios for Activation and Auto- learning Configurations in Distributed Mode

Scenario

Actions

Distribution = OFF

Distribution = ON

A and B exist in the
configuration
database,
activation is not
done and devices
C,D are logged in.

1. You activate the port
security database and
enable auto-learning.

configuration database = {A,B}

active database = {A,B, cl, D*}

configuration database = {A,B}
active database = {null}

pending database = { A,B + activation to
be enabled}

2. A new entry E is
added to the
configuration
database.

configuration database = {A,B,
E}

active database = {A,B, C*, D*}

configuration database = {A,B}
active database = {null}

pending database = { A,B, E + activation
to be enabled }

3. You issue a commit.

Not applicable

configuration database = {A,B, E}
active database = {A,B, E, C*, D*}
pending database = empty

[ oL-20596-01
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Table 9-3 Scenarios for Activation and Auto- learning Configurations in Distributed Mode (continued)

Scenario Actions Distribution = OFF Distribution = ON

A and B existinthe | 1. You activate the port |configuration database = {A,B} configuration database = {A,B}

configuration security database.and active database = {A,B, C*, D*} |active database = {null}

database, enable auto-learning.

activation is not pending database = { A,B + activation to
done and devices be enabled}

C.D are logged in. | 2. You disable learning. |configuration database = {A,B} configuration database = { A,B}
active database = {A,B, C, D} active database = {null}

pending database = { A,B + activation to
be enabled +
learning to be disabled}

3. Youissue a commit. |Not applicable configuration database = {A,B}

active database = {A,B} and devices C
and D are logged out. This is equal to an
activation with auto-learning disabled.

pending database = empty

1. The * (asterisk) indicates learned entries.

Je

Tip In this case, we recommend that you perform a commit at the end of each operation: after you activate
port security and after you enable auto-learning.

Database Merge Guidelines

A database merge refers to a union of the configuration database and static (unlearned) entries in the
active database.

When merging the database between two fabrics, follow these guidelines:
e Verify that the activation status and the auto-learning status is the same in both fabrics.

e Verify that the combined number of configurations for each VSAN in both databases does not
exceed 2 K.

A

Caution  If you do not follow these two conditions, the merge will fail. The next distribution will forcefully
synchronize the databases and the activation states in the fabric.

Database Interaction

Table 9-4 lists the differences and interaction between the active and configuration databases.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
m. 0L-2059%6-01 |



| Chapter9 Configuring Port Security

Database Interaction

Send documentation comments to fm-docfeedback@cisco.com

Table 9-4 Active and Configuration Port Security Databases

Active Database Configuration Database

Read-only. Read-write.

Saving the configuration only saves the activated |Saving the configuration saves all the entries in
entries. Learned entries are not saved. the configuration database.

Once activated, all devices that have already Once activated, the configuration database can be
logged into the VSAN are also learned and added |modified without any effect on the active

to the active database. database.

You can overwrite the active database with the You can overwrite the configuration database with
configured database by activating the port the active database.

security database. Forcing an activation may
violate the entries already configured in the active
database.

This section includes the following topics:
e Database Scenarios, page 9-21
e Copying the Port Security Database, page 9-22
e Deleting the Port Security Database, page 9-23
¢ Cleaning the Port Security Database, page 9-23

Database Scenarios

Figure 9-10 depicts various scenarios to depict the active database and the configuration database status
based on port security configurations.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Figure 9-10 Port Security Database Scenarios
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Saving the configuration (copy running start)

Copying active database to config database

Copying the Port Security Database
pe

Tip We recommend that you copy the active database to the config database after disabling auto-learning.
This action will ensure that the configuration database is in sync with the active database. If distribution
is enabled, this command creates a temporary copy (and consequently a fabric lock) of the configuration

database. If you lock the fabric, you need to commit the changes to the configuration databases in all the
switches.
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Step 1
Step 2
Step 3
Step 4

Step 1

Step 2
Step 3

Step 4

Database Interaction

To copy the active database to the configuration database, using Fabric Manager, follow these steps:

Expand a Fabric, expand a VSAN and then select Port Security in the Logical Domains pane.
Click the Actions tab. You see all the configuration databases.

Select the appropriate configuration database and check the Copy Active to Config check box.
Click the Apply Changes icon to save your changes.

To view the differences between the active database and the configuration database using Fabric
Manager, follow these steps:

Expand a Fabric, expand a VSAN and then select Port Security in the Logical Domains pane.
You see the Port Security information in the Information pane.
Click the Database Differences tab. You see all the configuration databases.

Select the appropriate configuration database. Select the Active or Config option to compare the
differences between the selected database and the active or configuration database.

Click the Apply Changes icon to save your changes.

Deleting the Port Security Database

Je

Tip

Step 1

Step 2
Step 3
Step 4

If the distribution is enabled, the deletion creates a copy of the database. An explicit deletion is required

to actually delete the database.

To delete a port security database using Fabric Manager, follow these steps:

Expand a Fabric, expand a VSAN and then select Port Security in the Logical Domains pane.
You see the Port Security information in the Information pane.

Click the Config Database tab. You see all the configuration databases.

Select the appropriate configuration database and click the Delete Row button.

Click Yes if you want to delete the configuration database.

Cleaning the Port Security Database

Step 1

To clear all existing statistics from the port security database for a specified VSAN using Fabric
Manager, follow these steps:

Expand a Fabric, expand a VSAN and then select Port Security in the Logical Domains pane.

You see the Port Security information in the Information pane (see Figure 9-8).

[ oL-20596-01
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Step2  Click the Statistics tab.
You see all the configuration databases.
Step3  Select the appropriate configuration database and check the Clear option.

Step4  Click the Apply Changes icon to save your changes.

To clear any learned entries in the active database for a specified interface within a VSAN using Fabric
Manager, follow these steps:

Step1  Expand a Fabric, expand a VSAN and then select Port Security in the Logical Domains pane.
You see the Port Security information in the Information pane.

Step2  Select the Actions tab. You see all the configuration databases.

Step3  Select the appropriate configuration database and check the AutoLearn option.

Step4  Click the Apply Changes icon to save your changes.

Note  You can clear the Statistics and the AutoLearn option only for switches that are local and do not acquire
locks. Also, learned entries are only local to the switch and do not participate in distribution.

Default Settings

Table 9-5 lists the default settings for all port security features in any switch.

Table 9-5 Default Security Settings
Parameters Default
Auto-learn Enabled if port security is enabled.
Port security Disabled
Distribution Disabled.
Note Enabling distribution enables it on all VSANS in the switch.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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This chapter describes the fabric binding feature provided in the Cisco MDS 9000 Family of directors
and switches. It includes the following sections:

e About Fabric Binding, page 10-1
e Fabric Binding Configuration, page 10-3
e Default Settings, page 10-4

About Fabric Binding

The fabric binding feature ensures ISLs are only enabled between specified switches in the fabric
binding configuration. Fabric binding is configured on a per-VSAN basis.

This feature helps prevent unauthorized switches from joining the fabric or disrupting current fabric
operations. It uses the Exchange Fabric Membership Data (EFMD) protocol to ensure that the list of
authorized switches is identical in all switches in the fabric.

This section has the following topics:
e Licensing Requirements, page 10-1
e Port Security Versus Fabric Binding, page 10-1
e Fabric Binding Enforcement, page 10-2

Licensing Requirements

Fabric binding requires that you install either the MAINFRAME_PKG license or the
ENTERPRISE_PKG license on your switch.

See the Cisco MDS 9000 Family NX-OS Licensing Guide for more information on license feature support
and installation.

Port Security Versus Fabric Binding

Port security and fabric binding are two independent features that can be configured to complement each
other. Table 10-1 compares the two features.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Table 10-1

Fabric Binding and Port Security Comparison

Fabric Binding

Port Security

Uses a set of sWWNs and a persistent domain
ID.

Uses pWWNs/nWWNs or fWWNs/sWWNs.

Binds the fabric at the switch level.

Binds devices at the interface level.

Authorizes only the configured sSWWN stored in
the fabric binding database to participate in the
fabric.

Allows a preconfigured set of Fibre Channel
devices to logically connect to a SAN ports. The
switch port, identified by a WWN or interface
number, connects to a Fibre Channel device (a host
or another switch), also identified by a WWN. By
binding these two devices, you lock these two ports
into a group (or list).

Requires activation on a per VSAN basis.

Requires activation on a per VSAN basis.

Allows specific user-defined switches that are
allowed to connect to the fabric, regardless of the
physical port to which the peer switch is
connected.

Allows specific user-defined physical ports to
which another device can connect.

Does not learn about switches that are logging in.

Learns about switches or devices that are logging in
if learning mode is enabled.

Cannot be distributed by CFS and must be
configured manually on each switch in the
fabric.

Can be distributed by CFS.

Port-level checking for XE ports is as follows:

e The switch login uses both port security binding and fabric binding for a given VSAN.

¢ Binding checks are performed on the port VSAN as follows:

- E port security binding check on port VSAN

— TE port security binding check on each allowed VSAN

While port security complements fabric binding, they are independent features and can be enabled or

disabled separately.

Fabric Binding Enforcement

Note

To enforce fabric binding, configure the switch world wide name (sSWWN) to specify the xE port
connection for each switch. Enforcement of fabric binding policies are done on every activation and
when the port tries to come up. In a FICON VSAN, the fabric binding feature requires all sSWWNs
connected to a switch and their persistent domain IDs to be part of the fabric binding active database. In
a Fibre Channel VSAN, only the sSWWN is required; the domain ID is optional.

All switches in a Fibre Channel VSAN using fabric binding must be running Cisco MDS SAN-OS
Release 3.0(1) and NX-OS Release 4.1(1b) or later.

[l Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Fabric Binding Configuration

Step 1
Step 2

Step 3
Step 4
Step 5
Step 6

To configure fabric binding in each switch in the fabric, follow these steps:

Enable the fabric configuration feature.

Configure a list of sSWWNs and their corresponding domain IDs for devices that are allowed to access
the fabric.

Activate the fabric binding database.
Copy the fabric binding active database to the fabric binding config database.
Save the fabric binding configuration.

Verify the fabric binding configuration.

Enabling Fabric Binding

The fabric binding feature must be enabled in each switch in the fabric that participates in the fabric
binding. By default, this feature is disabled in all switches in the Cisco MDS 9000 Family. The
configuration and verification commands for the fabric binding feature are only available when fabric
binding is enabled on a switch. When you disable this configuration, all related configurations are
automatically discarded.

Configuring Switch WWN List

A user-specified fabric binding list contains a list of switch WWNs (sWWNs) within a fabric. If an
sWWN attempts to join the fabric, and that sSWWN is not on the list or the sWWN is using a domain ID
that differs from the one specified in the allowed list, the ISL between the switch and the fabric is
automatically isolated in that VSAN and the switch is denied entry into the fabric.

The persistent domain ID can be specified along with the sWWN. Domain ID authorization is required
in FICON VSANs where the domains are statically configured and the end devices reject a domain ID
change in all switches in the fabric. Domain ID authorization is not required in Fibre Channel VSAN:Ss.

Fabric Binding Activation

The fabric binding feature maintains a configuration database (config-database) and an active database.
The config-database is a read-write database that collects the configurations you perform. These
configurations are only enforced upon activation. This activation overwrites the active database with the
contents of the config- database. The active database is read-only and is the database that checks each
switch that attempts to log in.

By default, the fabric binding feature is not activated. You cannot activate the fabric binding database on
the switch if entries existing in the configured database conflict with the current state of the fabric. For
example, one of the already logged in switches may be denied login by the config-database. You can
choose to forcefully override these situations.

[ oL-20596-01

Cisco Fabric Manager Security Configuration Guide 5.1(0a) ]



Chapter 10 Configuring Fabric Binding |
W Default Settings

Send documentation comments to fm-docfeedback@cisco.com

~

Note

After activation, any already logged in switch that violates the current active database will be logged out,
and all switches that were previously denied login because of fabric binding restrictions are reinitialized

Saving Fabric Binding Configurations

When you save the fabric binding configuration, the config database is saved to the running
configuration.

A

Caution

You cannot disable fabric binding in a FICON-enabled VSAN.

Default Settings

Table 10-2 lists the default settings for the fabric binding feature.

Table 10-2 Default Fabric Binding Settings
Parameters Default
Fabric binding Disabled

[l Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Configuring Cisco TrustSec Fibre Channel Link
Encryption

This chapter provides an overview of the Cisco TrustSec Fibre Channel (FC) Link Encryption feature
and describes how to configure and set up link-level encryption between switches.

The chapter includes the following sections:

Cisco TrustSec FC Link Encryption Terminology, page 11-1

Support for AES Encryption, page 11-2

About Cisco TrustSec FC Link Encryption, page 11-2

Configuring ESP Using ESP Wizard, page 11-8

Viewing Cisco TrustSec FC Link Encryption Information, page 11-11
Cisco TrustSec FC Link Encryption Best Practices, page 11-13

Cisco TrustSec FC Link Encryption Terminology

The following Cisco TrustSec FC Link Encryption-related terms are used in this chapter:

Galois Counter Mode (GCM)—A block cipher mode of operation providing confidentiality and
data-origin authentication.

Galois Message Authentication Code (GMAC)—A block cipher mode of operation providing only
data-origin authentication. It is the authentication-only variant of GCM.

Security Association (SA)—A connection that handles the security credentials and controls how
they propagate between switches. The SA includes parameters such as salt and keys.

Key—A 128-bit hexadecimal string that is used for frame encryption and decryption. The default
value is zero.

Salt —A 32-bit hexadecimal number that is used during encryption and decryption. The same salt
must be configured on both sides of the connection to ensure proper communication. The default
value is zero.

Security Parameters Index (SPI) number—A 32-bit number that identifies the SA to be configured
to the hardware. The range is from 256 to 4,294,967,295.

[ oL-20596-01
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Support for AES Encryption

The Advanced Encryption Standard (AES) is the symmetric cipher algorithm that provides a high-level
of security, and can accept different key sizes.

The Cisco TrustSec FC Link Encryption feature supports the 128-bit AES for security encryption and
enables either AES-GCM or AES-GMAC for an interface. The AES-GCM mode provides encryption
and authentication of the frames and AES-GMAC provides only the authentication of the frames that are
being passed between the two peers.

About Cisco TrustSec FC Link Encryption

Note

Cisco TrustSec FC Link Encryption is an extension of the Fibre Channel-Security Protocol (FC-SP)
feature and uses the existing FC-SP architecture to provide integrity and confidentiality of transactions.
Encryption is now added to the peer authentication capability to provide security and prevent unwanted
traffic interception. Peer authentication is implemented according to the FC-SP standard using the
Diffie-Hellman Challenge Handshake Authentication Protocol (DHCHAP) protocol.

Cisco TrustSec FC Link Encryption is currently only supported between Cisco MDS switches. This
feature is not supported when you downgrade to software versions which do not have the Encapsulating
Security Protocol (ESP) support.

This section includes the following topics:
e Supported Modules, page 11-2
e Enabling Cisco TrustSec FC Link Encryption, page 11-2
e Setting Up Security Associations, page 11-3
e Setting Up Security Association Parameters, page 11-3

e Configuring ESP Settings, page 11-5

Supported Modules

The following modules are supported for the Cisco TrustSec FC Link Encryption feature:
e 1/2/4/8 Gbps 24-Port Fibre Channel switching module (DS-X9224-96K9)
e 1/2/4/8 Gbps 48-Port Fibre Channel switching module (DS-X9248-96K9)
e 1/2/4/8 Gbps 4/44-Port Fibre Channel switching module (DS-X9248-48K9)

Enabling Cisco TrustSec FC Link Encryption

By default, the FC-SP feature and the Cisco TrustSec FC Link Encryption feature are disabled in all
switches in the Cisco MDS 9000 Family.

You must explicitly enable the FC-SP feature to access the configuration and verification commands for
fabric authentication and encryption. When you disable this feature, all related configurations are
automatically discarded.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Configuring the Cisco TrustSec FC Link Encryption feature requires the ENTERPRISE_PKG license.
For more information, refer to the Cisco MDS 9000 Family NX-OS Licensing Guide.

Setting Up Security Associations

To perform encryption between the switches, a security association (SA) needs to be set up. An
administrator manually configures the SA before the encryption can take place. The SA includes
parameters such as keys and salt, that are required for encryption. You can set up to 2000 SAs in a switch.

~

Note  Cisco TrustSec FC Link Encryption is currently supported only on DHCHAP on and off modes.

Setting Up Security Association Parameters

To set up the SA parameters, such as keys and salt, using Fabric Manager, follow these steps:

Step 1 Expand Switches > Security and then select FC-SP (DHCHAP).
You see the FC-SP configuration in the Information pane.
Step2  Click the SA tab.

You see the SA parameters for each switch (see Figure 11-1).

Figure 11-1 SA Tab
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Step 3 Click the Create Row icon (see Figure 11-2).

Figure 11-2 Create Row Icon
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You see the Create SA Parameters dialog box (see Figure 11-3).
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Figure 11-3 Create SA Parameters
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Step4  Select the switches on which you want to perform an encryption.

Step5  Select a value for the SP. The range is from 256 to 65536.

Step 6 Enter a value for the salt. Alternatively, click Salt Generator to select a value
Step7  Enter a value for the key. Alternatively, click Key Generator to select a value.

Step8  Click Create to save the changes.

To set up the SA parameters, such as keys and salt, using Device Manager, follow these steps:

Step 1 Choose Switches > Security and then select FC-SP.
You see the FC-SP configuration dialog box.
Step2  Click the SA tab.

You see the SA parameters for each switch (see Figure 11-4).

Figure 11-4 SA Parameters
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Step3  Click Create to create new parameters.

You see the Create FC-SP SA dialog box (see Figure 11-5).
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Figure 11-5 Create FC-SP SA
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Stepd  Select a value for the SP. The range is from 256 to 65536.
Step5  Enter a value for the salt. Alternatively, click Salt Generator to select a value
Step6  Enter a value for the key. Alternatively, click Key Generator to select a value.

Step7  Click Create to save the changes.

Configuring ESP Settings
N

Note  To apply the SA to the ingress and egress hardware of an interface, the interface needs to be in the admin
shut mode.

Note  The ESP modes are set only after a SA is configured to either the ingress or the egress hardware. If SA
has not been configured, ESP is turned off and encapsulation does not occur.

Note  An ESP mode change always needs a port flap because the change is not seamless if it is done after you
configure the port; although the configurations are not rejected.

To configure ESP settings using Fabric Manager, follow these steps:

Step 1 Expand Switches > Security and then select FC-SP (DHCHAP).
You see the FC-SP configuration in the Information pane.
Step2  Click the ESP Interfaces tab.

You see the Interface details for each switch (see Figure 11-6).

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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Step 3

Step 4
Step 5
Step 6
Step 7
Step 8
Step 9

Step 1

Step 2

Figure 11-6 ESP Interfaces Tab
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Click the Create Row icon.

You see the Create ESP Interfaces dialog box (see Figure 11-7).

Figure 11-7 Create ESP Interfaces
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Select the switches on which you want to perform an encryption.
Enter an interface for the selected switch.

Select the appropriate ESP mode for the encryption.

Enter the appropriate egress port for the encryption.

Enter the appropriate ingress port for the encryption.

Click Create to save the changes.

To configure ESP settings using Device Manager, follow these steps:

Expand Switches > Security and then select FC-SP.
You see the FC-SP configuration dialog box.
Click the ESP Interfaces tab.

You see the Interface details for each switch (see Figure 11-8).

Cisco Fabric Manager Security Configuration Guide 5.1(0a)



| Chapter11  Configuring Cisco TrustSec Fibre Channel Link Encryption

About Cisco TrustSec FC Link Encryption

Send documentation comments to fm-docfeedback@cisco.com

Figure 11-8 ESP Interfaces Tab
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Step3  Click Create.
You see the Create FC-SP ESP Interfaces dialog box (see Figure 11-9).

Figure 11-9 Create ESP Interfaces
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Step4  Enter an interace or PortChannel for any switch for encryption. Alternatively, you can select values from
the available interfaces for the selected switch (see Figure 11-10).

Figure 11-10 Available Interfaces
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Step5  Select the appropriate ESP mode for the encryption.
Step6  Enter the appropriate egress port for the encryption.
Step7  Enter the appropriate ingress port for the encryption.

Step8  Click Create to save the changes.
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Configuring ESP Using ESP Wizard

Step 1

Step 2

Note

You can configure and set up link-level encryption between switches, using Fabric Manager. You can
configure an existing Inter-Switch Link (ISL) as a secure ISL or edit an existing secure ingress SPI and
egress SPI using this wizard.

The wizard allows you to configure PortChannels or individual links, depending on what version of
NX-OS software is running on the switches:

e A PortChannel is displayed if the PortChannel is between two switches that are both running NX-OS
Release 5.0(x) or if the PortChannel is between two switches where one is running NX-OS Release
5.0(x) and the other is running NX-OS Release 4.2(x).

e The individual port links are displayed if the PortChannel is between two switches that are both
running NX-OS Release 4.2(x).

If the individual links are displayed, then you must select each link to configure the security information.

To configure ESP using ESP wizard, follow these steps:

Right-click Tools > Security> FC-SP ESP Link Security to launch the ESP wizard from Fabric
Manager (see Figure 11-11).

Figure 11-11 Launching FC-SP ESP Wizard

@ Fabric Manager 4.2(0.189) [admin@ 192.0.2.255 (session 20)] /SAN/Fabric_sw-D(

! File View Zone | Tools | Performance  Server  Help

Hadvanced v [ £ ¢ ] eath AT T IVIZERER
| Conneckivity ]
Logical Domains
MPY ]
=-{3 DataCenter b Y E S &
=3 5AN /0 Acceleration
@O Dats Mobiity Manager , P Control [ Bb Credit [ Other [ FLOGI
AN Refuth
Part Channel.... Interface  Maode Interval (hr)
DRI Setup. .. 11 autoPassive
Hast Provisioning. .. 1n autoPassive
_— , 1j2 autoPassive
1z autoPassive
Security » | Port Security. ..
Install ] 1P &cCL...
Flow Load Balance Calculatar, .. | FiC-SP ESP Link Security. ..
Device Manager 1]4 autoPassive
) ’ L6 autoPassive
Physical Attributes Command Line Interface 17 autoPassive g
=) Switches Run CLI Commands. .. 15 autoPassive g
f L Hardware T e - o

Select the appropriate ISL to secure or edit security (see Figure 11-12).

Only ISLs with FC-SP port mode turned on and available on ESP capable switches or blades are
displayed.

PortChannels and individual port links are displayed in the list of ISLs.
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Figure 11-12 Select ISL To Secure

S ESP Setiin Wiz
Step 1 of 4. Select ISLs To Secure ==
Select one or more Isks bo secure andfor edit security on.Only ISLs on ESP capable blades/switches with their FC-5P port mode @-_-_
turned to "on" are shown. Az
| Select 155  Link Security
¥ WS4, s <= o35, fcl 4 Fatse
=37, Felf3 <-5 v-30,FeBf3 False
G FeBi10 <= v-30,Fc2{1 False
vS4,channell <-> v-30,channell False
g
w
5

Step3  Create new Security Associations (SAs) (see Figure 11-13).

Figure 11-13 Create Security Associations

configuration of the SP1 for the I51s.
Note: Any 5As you create in this step can be used in the next step but won't be created until you ciick finish,

(&) Create SA Per Al Switches () Create 54 Per Switch Pairs
View Existing SA Generate SaltfKey
(2> Automaticaly Generated
sa | | Key(Hex String) |

[LAdd_| [ oelete ][ eletesd |
| SwikchPairs <1 sakt Key

[ ~Back |[ metr~ || Cancel |

276181
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Step 4

Note

Step 5

You can create a new SA for each switch or use the existing SAs. You can click View Existing SA to
view the existing SAs.

S

Note  The existing list of SAs displays all existing SAs for a switch. The wizard runs only when a pair
of switches have a common SA. The wizard checks for this requirement when you select Next
and a warning message is displayed if a pair of switches do not have a common SA. You must
create a common SA on the pair of the switches to run this wizard.

Specify the Egress port, Ingress port, and ESP mode for the selected ISL, as seen in Figure 11-14.

The ISLs list will display either a PortChannel or individual links, depending on the software version.

For PortChannels between switches that are both running NX-OS Release 5.0(x), or between switches
where one is running NX-OS 5.0(x) and the other is running NX-OS Release 4.2(x), the PortChannel is
displayed. For PortChannels on switches that are both running NX-OS Release 4.2(x) or earlier, then the
individual port links are displayed.

The Egress and Ingress ports are auto populated with SPIs of the SAs common to a pair of switches
incase of a secured ISL.

In this scenario, the mode is disabled and you cannot edit the modes for a secured ISL.

Figure 11-14 Specify SPIs for ISLs

O FESE RIS LY =a
Select each Isl and specfy the IngressfEgress SPIfor each. The SPIs you specify will apply to the switchfport listed first inthe
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Ingress-SA(SPT) | 6500 [7] Eoress-saiser | sson [+
Mode | GCM {Acthenticated and Encrypted) D
[ ad |[ oeete |[ ceeal |
I5L Irgress-SAISPT) Egress-5AiSPT Mode
-~ Back ] [ MextT~ [ Cancel =
oo
[i=}
[=2}

You can modify an existing ESP configuration provided the selected ISLs are enabled.

Review your configuration as seen in Figure 11-15.
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Step 6

Figure 11-15 Complete ESP Setup

O FESE RIS LY =a

Please review your configuration and click Finish to apply changes.

Viewing Cisco TrustSec FC Link Encryption Information
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Click Finish to start the configuration for the ESP setup. You can view the status of the configuration in

the status column.

Viewing Cisco TrustSec FC Link Encryption Information

You can view information about the Cisco TrustSec FC Link Encryption feature using the show

commands Fabric Manager or Device Manager.

This section covers the following topics:

e Viewing FC-SP Interace Statistics Using Fabric Manager, page 11-11

e Viewing FC-SP Interface Statistics Using Device Manager, page 11-12

Viewing FC-SP Interace Statistics Using Fabric Manager

Step 1

You can view the statistics data that displays the Encapsulating Security Protocol-ESP Security
Parameter (SPI) mismatches and Interface-Encapsulating Security Protocol authentication failures

information using Fabric Manager.

To view the ESP statistics for an interface using Fabric Manager, follow these steps:

Expand Interfaces > FC Physical and then select FC-SP.

You see the FC-SP configuration in the Information pane.

[ oL-20596-01
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Step2  Click the FC-SP tab.

You see view the FC-SP statistics data in the Information pane (see Figure 11-16).

Figure 11-16 FC-SP Statistics in Fabric Manager

w sw-DC2-9506 - FC SP
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Step3  Click Refresh to refresh the statistics data.

Viewing FC-SP Interface Statistics Using Device Manager

To view the ESP statistics for an interface using Device Manager, follow these steps:

Step 1 Choose Security > FC Physical and then select FC-SP.
You see the FC-SP configuration in the Information pane.
Step2  Click the Statistics tab.

You see the statistics in the Information pane (see Figure 11-17).

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
m. 0L-2059%6-01 |



| Chapter11  Configuring Cisco TrustSec Fibre Channel Link Encryption

Cisco TrustSec FC Link Encryption Best Practices

Send documentation comments to fm-docfeedback@cisco.com

Figure 11-17 FC-SP Statistics in Device Manager
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Step3  Click Refresh to refresh the statistics data.

Cisco TrustSec FC Link Encryption Best Practices

Best practices are the recommended steps that should be taken to ensure the proper operation of Cisco
TrustSec FC Link Encryption.

This section covers the following topics:
e General Best Practices, page 11-13
e Best Practices for Changing Keys, page 11-13

General Best Practices

This section lists the general best practices for Cisco TrustSec FC Link Encryption:

¢ Ensure that Cisco TrustSec FC Link Encryption is enabled only between MDS switches. This feature
is supported only on E-ports or the ISLs, and errors will result if non-MDS switches are used.

¢ Ensure that the peers in the connection have the same configurations. If there are differences in the
configurations, a “port re-init limit exceeded” error message is displayed.

e Before applying the SA to the ingress and egress hardware of a switch interface, ensure that the
interface is in the admin shut mode.

Best Practices for Changing Keys

After the SA is applied to the ingress and egress ports, you should change the keys periodically in the
configuration. The keys should be changed sequentially to avoid traffic disruption.

Cisco Fabric Manager Security Configuration Guide 5.1(0a)
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description 6-5
downloading example 6-33
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data scenarios 9-21
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reactivating 9-11
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preshared keys
RADIUS 4-10
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configuring test user name 4-15
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enabling 3-20
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SSH key pairs
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default settings 3-22, 4-37
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description 4-18
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setting server addresses  4-19
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Best Practices  11-13
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displaying information 3-16
password characteristics  3-13
user IDs
authentication 4-3

user profiles

| 0L-20704-01, Cisco MDS NX-0S Release 5.0(1a)

Cisco MDS 9000 Family NX-0S Interfaces Configuration Guide g



W Index

Send documentation comments to mdsfeedback-doc@cisco.com

role information 4-4
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vendor-specific attributes. See VSAs
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