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Preface

Who Should Read This Guide

This Cisco® Smart Business Architecture (SBA) guide is for people who fill a
variety of roles:

Systems engineers who need standard procedures for implementing
solutions

Project managers who create statements of work for Cisco SBA
implementations

Sales partners who sell new technology or who create implementation
documentation

- Trainers who need material for classroom instruction or on-the-job
training

In general, you can also use Cisco SBA guides to improve consistency
among engineers and deployments, as well as to improve scoping and
costing of deployment jobs.

Release Series

Cisco strives to update and enhance SBA guides on a regular basis. As

we develop a series of SBA guides, we test them together, as a complete
system. To ensure the mutual compatibility of designs in Cisco SBA guides,
you should use guides that belong to the same series.

The Release Notes for a series provides a summary of additions and
changes made in the series.

All Cisco SBA guides include the series name on the cover and at the
bottom left of each page. We name the series for the month and year that we
release them, as follows:

month year Series

For example, the series of guides that we released in February 2013 is
the “February Series”.

You can find the most recent series of SBA guides at the following sites:
Customer access: http://www.cisco.com/go/sba

Partner access: http://www.cisco.com/go/sbachannel
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How to Read Commands

Many Cisco SBA guides provide specific details about how to configure
Cisco network devices that run Cisco IOS, Cisco NX-OS, or other operating
systems that you configure at a command-line interface (CLI). This section
describes the conventions used to specify commands that you must enter.

Commands to enter at a CLI appear as follows:
configure terminal

Commands that specify a value for a variable appear as follows:
ntp server 10.10.48.17

Commands with variables that you must define appear as follows:
class-map [highest class name]

Commands shown in an interactive example, such as a script or when the
command prompt is included, appear as follows:

Router# enable
Long commands that line wrap are underlined. Enter them as one command:

wrr-queue random-detect max-threshold 1 100 100 100 100 100
100 100 100

Noteworthy parts of system output or device configuration files appear
highlighted, as follows:

interface Vlanoc4
ip address 10.5.204.5 255.255.255.0
Comments and Questions

If you would like to comment on a guide or ask questions, please use the
SBA feedback form.

If you would like to be notified when new comments are posted, an RSS feed
is available from the SBA customer and partner pages.
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What's In This SBA Guide

Cisco SBA Data Center

Cisco SBA helps you design and quickly deploy a full-service business
network. A Cisco SBA deployment is prescriptive, out-of-the-box, scalable,
and flexible.

Cisco SBA incorporates LAN, WAN, wireless, security, data center, application
optimization, and unified communication technologies—tested together as a
complete system. This component-level approach simplifies system integration
of multiple technologies, allowing you to select solutions that solve your
organization’s problems—uwithout worrying about the technical complexity.

Cisco SBA Data Center is a comprehensive design that scales from a server
room to a data center for networks with up to 10,000 connected users. This
design incorporates compute resources, security, application resiliency, and
virtualization.

Route to Success

To ensure your success when implementing the designs in this guide, you
should first read any guides that this guide depends upon—shown to the
left of this guide on the route below. As you read this guide, specific
prerequisites are cited where they are applicable.

DATA S
CENTER

Data Center
Design Overview
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Data Center
Deployment Guide

About This Guide

This deployment guide contains one or more deployment chapters, which
each include the following sections:

= Business Overview—Describes the business use case for the design.
Business decision makers may find this section especially useful.

= Technology Overview—Describes the technical design for the
business use case, including an introduction to the Cisco products that
make up the design. Technical decision makers can use this section to
understand how the design works.

= Deployment Details—Provides step-by-step instructions for deploying
and configuring the design. Systems engineers can use this section to
get the design up and running quickly and reliably.

You can find the most recent series of Cisco SBA guides at the following
sites:

Customer access: http://www.cisco.com/go/sba

Partner access: http://www.cisco.com/go/sbachannel

You Are Here

Unified Computing System Virtualization with
Deployment Guide Cisco UCS,
Nexus 1000v,
and VMware
Deployment Guide

What's In This SBA Guide
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Introduction

The Cisco SBA—Data Center Virtualization with Cisco UCS , Nexus 1000V,
and VMware Deployment Guide is designed to build upon the Cisco Unified
Computing System (UCS) B-Series and C-Series server foundation deploy-
ment detailed in the Cisco SBA—Data Center Unified Computing System
Deployment Guide. This guide describes how to use VMware virtualization,
the Cisco Unified Computing System, and Cisco Nexus 1000V Series virtual
switch to accelerate delivery of new services.

The Deployment Details chapter of this guide is divided into the following
modules:

Preparing the Environment for VMware—this module is useful for
deployments that will use shared storage over a Fibre Channel SAN. This
module includes an overview of the requirements of the storage array
logical unit numbers (LUNs), and the Fibre Channel network zoning.

- VMware vSphere Installation and Setup—explains how to deploy
VMware using version 5.0U1 on the Cisco Unified Computing System,
which includes both Cisco B-Series Blade Servers and Cisco C-Series
Rack-Mount Servers. This module includes the installation of VMware
ESXi, configuration for Ethernet and storage area network (SAN) storage
connectivity, and how to set up the environment with VMware tools to
deploy and manage the virtualized servers.

- Cisco Nexus 1000V Series Switch Installation and Deployment—
explains how to install and deploy Cisco Nexus 1000V Series Switches
running Cisco Nexus Operating System (NX-OS) version 4.2(1)SV2(1.1)
software to provide a full-featured virtual switch for the VMware servers.
Port profiles are built and deployed to provide a faster way to configure
virtual switch port interfaces to the VMware virtual machines. Nexus
1000V virtual switches and port profiles are integrated into the VMware
network configuration flow to avoid having to jump between multiple
consoles to deploy your virtual machines and network settings.

- Cisco Virtual Machine Fabric Extender Configuration and Deployment—
explains how to deploy Cisco Virtual Machine Fabric Extender (VM-FEX)
on a Cisco UCS B-Series server equipped with a Cisco virtual interface
card (VIC) adapter. Cisco VM-FEX bypasses software-based switching
of VM traffic by the hypervisor to use external hardware-based switching
in the Cisco UCS fabric interconnects. This method reduces the load on
the server CPU, provides faster switching, and enables you to apply a
rich set of network management features to local and remote traffic.
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Related Reading

The Cisco SBA—Data Center Design Overview provides an overview of
the data center architecture. This guide discusses how the Cisco Smart
Business Architecture (SBA) data center architecture is built in layers—the
foundation of Ethernet and storage networks and computing resources; the
data center services of security, application resilience, and virtual switching;
and the user services layer that contains applications and user services.

The Cisco SBA—Data Center Deployment Guide focuses on the processes
and procedures necessary to deploy your data center foundation Ethernet
and storage transport. The data center foundation is designed to support
the flexibility and scalability of the Cisco Unified Computing System and
provides details for the integration of functionality between the server

and the network for Cisco and non-Cisco servers. The foundation design
includes data center services like security with firewall and intrusion
prevention, and it includes application resiliency with advanced server
load-balancing techniques. This guide also discusses the considerations
and options for data center power and cooling. The supplemental Data
Center Configuration Files Guide provides snapshots of the actual platform
configurations used in the design.

The Cisco SBA—Data Center Unified Computing System Deployment
Guide provides the processes and procedures necessary to deploy a Cisco
Unified Computing System using both the Cisco B-Series Blade Server
system and Cisco C-Series Rack-Mount Servers to a point where they are
ready to deploy an operating system or hypervisor software.

The supplemental NetApp Storage Deployment Guide provides a concise
yet detailed process of deploying a NetApp storage array in your data
center in order to complete the design.

Introduction



Business Overview

Smaller organizations face many of the same IT challenges as larger organi-
zations when trying to accommodate increasing demand for new IT capabili-
ties and services. They often place even greater emphasis on cost savings
and on protecting business-critical systems and data because they have
smaller IT staffs and budgets, and they need to leverage IT assets to their
fullest extent. Organizations require cost-effective solutions that can better
leverage their existing server, storage, and network resources.

To improve availability and ensure business continuity, organizations need
efficient ways to back up and restore production systems while minimizing
downtime. Virtualization technology simplifies IT so that organizations can
more effectively use their storage, network, and computing resources to
control costs and respond faster. The virtual approach to IT management
creates virtual services out of the physical IT infrastructure, enabling admin-
istrators to allocate these resources quickly to the highest-priority applica-
tions and the business needs that require them the most.

With virtualization, hardware management is completely separated from
software management, and hardware equipment can be treated as a single
pool of processing, storage, and networking resources to be reallocated

on the fly to various software services. In a virtual infrastructure, users see
resources as if they were dedicated to them—while administrators gain the
ability to efficiently manage and optimize resources to serve the needs of
the organization.

VMware equips organizations with technology solutions that allow them to
optimize the use of their existing IT assets and resources as well as protect
the systems, data, and applications that run the business. With analysts
predicting that more and more organizations will adopt virtualization, these
benefits are making this compelling technology a mainstream mandate.

One aspect of the virtual machines (VMs) created in this new paradigm is
that the VMs may easily be migrated from one hardware platform to another,
and in conjunction with centralized storage, VMs improve availability and
reduce downtime for the organization. However, server virtualization does
introduce its own level of complexity to the data center architecture. What
was previously a clearly defined demarcation between server configura-
tion and network configuration is now blended, as elements of the network
environment reside in software on the physical server platform.
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Managing the virtual machines on the physical servers and the connected
networks requires a design that integrates all of these systems so that
they work together without creating an operational burden on the IT staff
who must maintain them. Using proven and tested designs lowers the time
needed to deploy these new solutions and reduces the time required to
deploy new applications.

Business Overview



Technology Overview

Virtualization allows you to run multiple workloads in one or more virtual
machines (VMs) on a single physical server, with each VM consisting of an
operating system and one or more applications. With virtualization, you can
quickly move workloads from one physical server to another without any
application downtime, enabling flexible and dynamic alignment of business
needs with computing resources.

VMs are highly portable and can run unchanged on different physical
servers because they consist only of a small number of files encapsulating
applications, patches, data, and so forth. This structure allows separation of
services from the underlying hardware.

This document explores the ways customers can use VMware virtualiza-
tion to maximize their business in a Cisco SBA network with Cisco Unified
Computing System (UCS) B-Series and C-Series servers.

VMware ESXi is the next-generation, operating system-independent
hypervisor that makes virtualization easy to deploy. Also known as the
vSphere Hypervisor, it enables organizations to partition a physical server
into multiple VMs to quickly start experiencing the benefits of virtualization.
Requiring minimal configuration, users can be up and running in minutes
with a production-ready hypervisor that scales to run the most resource-
intensive applications.

VMware Scalable Solutions

VMware vSphere Editions

VMware vSphere is available for organizations in three main offerings
targeted for various deployment scenarios. Each edition is licensed based
on the number of processors on the physical server hosts that you want
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to virtualize. Each of the three editions scales easily when you add more
licenses to your environment:

VMware vSphere Standard provides an entry solution for basic consoli-
dation of applications in order to slash hardware costs while accelerating
application deployment.

VMware vSphere Enterprise provides a strategic platform for minimizing
downtime, protecting applications and data, and automating resource
management.

VMware vSphere Enterprise Plus includes the full range of components
and features for transforming data centers into dramatically simplified
cloud-computing environments that can provide the next generation of
flexible, reliable IT services to their businesses.

For more information regarding entitlements included per VMware vSphere
edition, refer to the following:
http://www.vmware.com/products/vsphere/buy/editions_comparison.html

Starter kits are available that contain essential tools to manage your environ-
ment and can be grown to larger deployments. For more information about
starter kits, see the following:
http://www.vmware.com/products/vsphere/small-business/overview.html

Management Servers

VMware vCenter Server is the simplest, most efficient way to manage
VMware vSphere with scalability from a few to tens of thousands of VMs.
From a single console, vCenter provides unified management of all the

Technology Overview
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hosts and VMs in your data center. vCenter is available in several offerings
targeted for various deployment scenarios. Each option includes vCenter,
the central management tool for configuring, provisioning, and managing
distributed virtual IT environments:

- VMware vCenter Server Standard provides large-scale management
of VMware vSphere deployments for rapid provisioning, monitoring,
orchestration, and control of virtual machines.

- VMware vCenter Foundation is the central management tool for up to
three physical servers and is suitable for smaller environments looking
to rapidly provision, monitor, and control virtual machines.

- VMware vSphere Essentials provides the same features as vCenter
Foundation and is integrated with the Essentials and Essentials Plus
starter kits.

VMware Enhanced Data Center Availability

VMware offers a wide range of products and solutions offering virtualization
and resilience. VMware High Availability (HA) provides rapid and automated
restart and failover of VMs without the cost or complexity of solutions used
with physical infrastructure. For server failures, VMware high availability
automatically and intelligently restarts affected VMs on other production
servers.

VMware Fault Tolerance provides true continuous availability for infrastruc-
ture and applications to further enhance service continuity. It enables critical
applications to run with zero downtime and prevents data loss in spite of
hardware failures.

VMware vMotion reduces planned downtime from server maintenance
activities by enabling the live migration of running VMs from one server to
another with no disruption or downtime.

For more information on application mobility, please refer to the following

series:
http://www.cisco.com/en/US/solutions/ns340/ns414/ns742/ns743/ns749/
landing_site_selection.html

VMware also offers storage virtualization and migration between datastores.

For more information on the latest acceleration kits, contact your local
reseller or visit the following:
www.vmware.com

February 2013 Series

Virtual Switching with Cisco Nexus 1000V

The Cisco Nexus 1000V Series switch is a software-based switch designed
for hypervisor environments that implements the same Cisco NX-OS as the
Cisco Nexus 5500 Series switching platforms that comprise the primary
Ethernet switch fabric for the Cisco SBA data center architecture. This allows
a consistent method of operation and support for both the physical and
virtual switching environments. Cisco Nexus 1000V allows for policy-based
VM connectivity using centrally defined port profiles that may be applied to
multiple virtualized servers, simplifying the deployment of new hosts and
virtual machines. As virtual machines are moved between hardware plat-
forms for either balancing of workloads or implementation of new hardware,
port configuration migrates right along with them, increasing the ease of
use of the overall solution. Cisco Nexus 1000V is currently supported with
hypervisor software from VMware as an integrated part of the vSphere
server virtualization environment.

Cisco Nexus 1000V is now offered in two editions, Essential and Advanced:

« Essential—Is a no-cost version that offers a rich set of services, includ-
ing VLANS, loop prevention, port channels, Switched Port Analyzer
(SPAN), Encapsulated Remote SPAN (ERSPAN), quality of service (QoS)
control, Virtual Extensible Local Area Network (VXLAN), and Cisco vPath.

« Advanced—Includes the features in the Essential edition and adds
Cisco Integrated Security Features, Cisco TrustSec security group
access, and Cisco Virtual Security Gateway.

For more information on Cisco Nexus 1000V product-level offerings, see the
following:
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/
data_sheet_c78-492971.html

Cisco Nexus 1000V integrates with VMware vSphere version 4.1 or later and
requires Enterprise Plus licensing. This design guide was tested with Nexus
1000V version 4.2(1)SV2(1.1) and VMware ESXi version 5.0U1.

Technology Overview
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The Cisco Nexus 1000V virtual switch provides Layer-2 data center access
switching to VMware ESX and ESXi hosts and their associated VMs. The
two primary components of the solution are the Virtual Supervisor Module
(VSM), which provides the central intelligence and management of the
switching control plane, and the Virtual Ethernet Module (VEM), which
resides within the hypervisor of each host. Together, the VSM and multiple
VEMs comprise a distributed logical switch, similar to a physical chas-
sis—based switch with resilient supervisors and multiple physical line cards.
This model provides a common distributed architectural approach with
Cisco Nexus 5500 or 2000 Series switches, as well as the Cisco UCS fabric
interconnects and I/O modules. A logical view of the Nexus 1000V architec-
ture is shown in the following figure.

Figure 1 - Cisco Nexus 1000V logical view of control and VM traffic flow
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Cisco Nexus 1000V VEM

The Cisco Nexus 1000V Virtual Ethernet Module (VEM) executes as part

of the VMware ESX or ESXi kernel and provides a richer alternative feature
set to the basic VMware virtual switch functionality. The VEM leverages

the VMware vSphere distributed switch (vDS) API, which was developed
jointly by Cisco and VMware, to provide advanced networking capability

to virtual machines. This level of integration ensures that the Cisco Nexus
1000V switch is fully aware of all server virtualization events, such as
VMware vMotion and Distributed Resource Scheduler (DRS). The VEM takes
configuration information from the VSM and performs Layer 2 switching and
advanced networking functions:

Port channels
Quality of service (QoS)

Security features, such as private VLAN, access control lists, port
security, Dynamic Host Configuration Protocol (DHCP) snooping. Cisco
TrustSec in Cisco Nexus 1000V combines with the Cisco Identity
Services Engine, to make context-aware access control decisions.

Monitoring functions, such as NetFlow, Switch Port Analyzer (SPAN),
Encapsulated Remote SPAN (ERSPAN)

In the event of loss of communication with the VSM, the VEM has nonstop
forwarding capability to continue to switch traffic based on the last-known
configuration. In short, Cisco Nexus1000V brings data center switching and
its operational model into the hypervisor to provide a consistent network
management model from the core to the virtual machine network interface
card (NIC).

Cisco Nexus 1000V provides centralized configuration of switching capabili-
ties for VEMs supporting multiple hosts and VMs, allowing you to enable
features or profiles in one place instead of reconfiguring multiple switches.

Technology Overview



Nexus 1000V VSM

The Cisco Nexus 1000V Series Virtual Supervisor Module (VSM) controls
multiple VEMs as one logical modular switch. Instead of physical line-card
modules, the VSM supports multiple VEMs running in software inside of

the physical servers. Configuration is performed through the VSM and is
automatically propagated to the VEMSs. Instead of configuring soft switches
inside the hypervisor on a host-by-host basis, administrators can define
configurations for immediate use on all VEMs being managed by the VSM
from a single interface. The VSM may be run as a VM on an ESX or ESXi host
or on the dedicated Cisco Nexus 1010 hardware platform.

By using the capabilities of Cisco NX-OS, Cisco Nexus 1000V Series
provides these benefits:

= Flexibility and Scalability—Port profiles, a Cisco NX-OS feature, pro-
vides configuration of ports by category, enabling the solution to scale to
a large number of ports. Common software can run all areas of the data
center network, including the LAN and SAN.

= High Availability—Synchronized, highly available VSMs enable rapid,
stateful failover and help ensure an always-available virtual machine
network.

= Manageability—The Cisco Nexus 1000V Series can be accessed
through the Cisco CLI, Simple Network Management Protocol (SNMP),
XML API, Cisco Data Center Network Manager, and Cisco Prime LAN
Management Solution (Prime LMS).

The VSM is also tightly integrated with VMware vCenter Server so that the
virtualization administrator can take advantage of the network configuration
in Cisco Nexus 1000V.

Nexus 1000V Port Profiles

To complement the ease of creating and provisioning VMs, Cisco Nexus
1000V includes the port profile feature in order to address configura-

tion consistency challenges, which provides lower operational costs and
reduces risk. Port profiles enable you to define reusable network policies
for different types or classes of VMs from the Cisco Nexus 1000V VSM
and then apply the profiles to individual VM virtual NICs through VMware's
vCenter.
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Virtualized Network Services with Cisco vPath

In addition to virtual machine switching, Cisco Nexus 1000V Series supports
Cisco vPath in order to provide a single architecture supporting multiple
Layer 4 through 7 network services. In the Cisco vPath architecture, virtual
service nodes can provide a variety of network services, such as virtual
firewall, load balancing, and WAN acceleration. Specifically, the Cisco vPath
architecture provides:

= Intelligent traffic steering—Redirect traffic from the server requesting
a network service to the virtual service node (VSN), and extend port
profiles to include the network service profile.

» Flexible deployment—Each VSN can serve multiple physical servers,
and the VSN can be hosted on a separate or dedicated server.

« Network service acceleration—With Network Service Decision
Caching, Cisco Nexus 1000V Series remembers network service policy
from prior traffic, reducing traffic steering, and the performance of
virtual network services can be accelerated through enforcement in the
hypervisor kernel.

Cisco virtualized network services with Cisco vPath is beyond the scope of
this guide.

VMware in Cisco SBA

The Cisco SBA data center foundation has been designed to support a
virtual machine computing environment. The foundation Ethernet and stor-
age designs support the movement of VMs to balance loads, accommodate
system maintenance, and react to physical server failures. The Cisco Unified
Computing System (UCS) provides enhanced flexibility and integration for
VMware environments.
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Figure 2 - Cisco SBA data center architecture
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Cisco Unified Computing System Server
Hardware

The primary computing platforms deployed in the Cisco SBA reference
architecture are Cisco UCS B-Series Blade Servers and Cisco UCS
C-Series Rack-Mount Servers. The Cisco UCS Manager graphical interface
provides ease of use that is consistent with the goals of Cisco SBA. When
deployed in conjunction with the SBA data center network foundation,

the environment provides the flexibility to support the concurrent use of
the Cisco UCS B-Series Blade Servers, Cisco UCS C-Series Rack-Mount
Servers, and third-party servers connected to 1- and 10-Gigabit Ethernet
connections and the storage network.

Cisco UCS Blade Chassis System Components

The Cisco UCS Blade Chassis system has a unique architecture that
integrates compute resources, data network access, and storage network
access into a common set of components under a single-pane-of-glass
management interface. This architectural approach provides a modular way
to grow computing resources, lowers the time to provision new resources,
and complements server virtualization by virtualizing the physical server to
a profile that can be loaded on demand. The primary components included
within this architecture are as follows:

= Cisco UCS fabric interconnects—Cisco UCS 6200 Series fabric
interconnects provide both network connectivity and management
capabilities to the other components in the system. It is recommended
that the fabric interconnects are clustered together as a pair, providing
resilient management access—as well as 10-Gigabit Ethernet, Fibre
Channel, and Fibre Channel over Ethernet (FCoE) capabilities—to the
system. Cisco UCS 6200 fabric interconnects provide the flexibility of
unified ports, which enables a port to run Ethernet or Fibre Channel. For
modular growth, the fabric interconnects support up to twenty Cisco
UCS Blade Server Chassis.

« Cisco UCS fabric extenders—Cisco UCS 2200 Series fabric extenders
(FEX), also referred to as I/O modules, are installed directly within the
Cisco UCS 5100 Series Blade Server Chassis enclosure. Similar to the
Cisco Nexus 2000 Series FEX, which can connect to the data center
foundation Nexus 5500 Series switch, Cisco UCS 2200 Series fabric
extenders logically extend the fabric from the Cisco UCS fabric inter-
connects into each of the enclosures for Ethernet, Fibre Channel over
Ethernet (FCoE), and management purposes.
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« Cisco UCS 5100 Series Blade Server Chassis—Provides an enclo-
sure to house up to eight half-width or four full-width blade servers,
their associated fabric extenders, and four power supplies for system
resiliency. The recommended design dual-homes every blade server
chassis to the two fabric interconnects for increased reliability.

» Cisco UCS B-Series Blade Servers—Allows customers to easily
customize their compute resources to the specific needs of their most
critical applications. Cisco UCS B-Series Blade Servers are available in
half-width or full-width form factors, with a variety of high-performance
processors and memory architectures.

» Cisco UCS B-Series Network Adapters—Allows the switch fabric
to provide multiple interfaces to a server, via a variety of mezzanine
adapter cards.

o Ethernet adapters—The baseline 10-Gigabit Ethernet adapters can
present up to two Ethernet interfaces to a server.

o GConverged network adapters—Cisco converged network adapters
are available in multiple models, with chip sets from multiple manu-
facturers, to meet specific needs. These adapters combine Ethernet
and FCoE traffic on a single wire and provide two 10-Gigabit
Ethernet interfaces and two Fibre Channel interfaces to a server.

o Virtual interface cards—The Cisco virtual interface cards (VICs)
feature technology from Cisco, allowing additional network inter-
faces to be dynamically presented to the server, complementing the
hypervisor technologies. The Cisco VIC is capable of supporting
up to eight ports of 10-Gigabit Ethernet and up to 256 total virtual
interfaces split between virtual NICs and Fibre Channel virtual host
bus adapters (vHBAs). The number of virtual interfaces currently
supported depends on the Cisco UCS infrastructure, including the
fabric interconnect, fabric extender, VIC model, and version of Cisco
UCS Manager.

Cisco UCS Manager

Cisco UCS Manager is embedded software that resides on the fabric
interconnects, providing complete configuration and management capabili-
ties for all of the components in the Cisco UCS system. This configuration
information is replicated between the two fabric interconnects, providing

a highly available solution for this critical function. The most common way
to access Cisco UCS Manager for simple tasks is to use a Web browser to
open the Java-based GUI. For command-line or programmatic operations
against the system, a command-line interface (CLI) and an XML APl are also
included with the system.
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Cisco UCS C-Series Rack-Mount Servers

Cisco UCS C-Series servers extend Cisco Unified Computing System
innovations and benefits to rack-mount servers. Designed to operate in a
standalone environment or as part of the Cisco Unified Computing System,
Cisco UCS C-Series servers can be used to satisfy smaller regional or
remote-site requirements, or they can be used as an approach to deploy
rack-mounted servers on an incremental basis. Like the Cisco UCS B-Series
servers, the Cisco UCS C-Series servers offer a wide array of processor,
memory, network adapter, and disk options.

The Cisco Integrated Management Controller (Cisco IMC) is the manage-
ment service for Cisco UCS C-Series servers. Cisco IMC runs within the
server. Cisco IMC allows you to use a web-based GUI or Secure Shell (SSH)
Protocol-based CLI to remotely access, configure, administer, and monitor
the server. Almost all tasks can be performed in either interface, and the
results of tasks performed in one interface are displayed in the other. You
can use Cisco IMC to control power, view and configure server properties
and sensors, upgrade firmware, and monitor server status.

Cisco UCS Manager can manage the Cisco UCS C-Series servers if the
servers are deployed connected to the fabric interconnects via Cisco

Nexus 2232PP fabric extenders, as detailed in the Cisco SBA—Data Center
Unified Computing System Deployment Guide. This type of deployment
enables the flexibility of both rack-mount and blade servers with a single-
pane-of-glass management of all Cisco UCS servers in the data center.

Network and Storage Connectivity

The Cisco SBA—Data Center Virtualization with Cisco UCS, Nexus 1000V,
and VMware Deployment Guide is designed as an extension of the Data
Center Deployment Guide. The basis of this architecture is an Ethernet
switch fabric consisting of two Cisco Nexus 5500UP switches, as shown in
the following figure.
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Figure 3 - Cisco SBA data center architecture switch fabric
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-------- Fibre Channel over Ethernet

The data center core switch fabric provides Layer 2 and Layer 3 Ethernet
switching services to servers and other attached devices. The two Cisco
Nexus 5500UP switches form the Ethernet switch fabric using virtual port
channel (vPC) technology. This feature provides loop-prevention services
and allows the two switches to appear as one logical Layer-2 switching
instance to attached devices. In this way, the foundation Ethernet provides
the flexibility to extend VLANs across the data center without creating
spanning-tree loops and avoiding spanning-tree—blocked links, providing
more bandwidth for traffic. Cisco Nexus 2000 Series Fabric Extenders
provide extension of the core switch ports to provide scalable fan-out of
Gigabit Ethernet and 10-Gigabit Ethernet ports for server connectivity.

Storage networking is provided for the VMware environment by the data
center core Cisco Nexus 5500UP Series switches. The universal port (UP)
capability allows the switch to provide Ethernet and FCoE or Fibre Channel
on any port. This provides your organization with the flexibility to run one or
multiple SAN protocols, such as Internet Small Computer System Interface
(iISCSI), Fibre Channel, FCoE, or network attached storage (NAS), over a
single network core.
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Deployment Detalls

The following processes guide you through:

- The preparation of the data center shared storage environment for
VMware installation.

- The installation and setup of VMware vSphere virtualization on Cisco
UCS B-Series blade servers and Cisco UCS C-Series rack-mount
servers.

- The installation and deployment of Cisco Nexus 1000V Series switches
in a VMware environment.

Deploying Cisco VM-FEX on a Cisco UCS B-Series server in a VMware
environment.

Preparing the Environment for VMware

If you will be using shared storage for your VMware installation, this section
will guide you through the steps necessary to access shared storage via
Fibre Channel. If you are using iSCSI to access shared storage, you will still
need to provision storage logical unit numbers (LUNs) on your storage array
for your VMware virtual machines.

Preparing the Environment for Server Access to SAN

1. Configure a storage array
2. Configure SAN zones

3. Configure service profiles on UCS Manager
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If you are installing VMware on a Cisco UCS B-Series server, the target
server for installing VMware must have a configured service profile associ-
ated with that server. The service profile contains all of the information and
settings that are applied to the server. Detailed instructions for configuring
and installing the Cisco UCS B-Series Blade Server system are contained
in the Cisco SBA—Data Center Unified Computing System Deployment
Guide.

Procedure 1 and Procedure 2 of this process are also necessary if your
server will be using Fibre Channel SAN-based shared storage for virtual
machines on the Cisco UCS B-Series or C-Series servers.

The ability to boot your VMware server from storage area network (SAN)
enables a stateless computing environment where the server can be provi-
sioned on demand without requiring the operating system to be preloaded
on disks that physically reside on the server you are using. With boot-from-
Fibre Channel SAN, the operating system software image resides on the
storage array connected to the Fibre Channel SAN, and the server commu-
nicates with the SAN through a virtual host bus adapter (vHBA). The vHBA's
BIOS contain the instructions that enable the server to find the boot disk.
The Cisco UCS M81KR and M82-8P VIC in the Cisco UCS B-Series server is
capable of booting from SAN.

There are three distinct phases of the process for preparing the environ-
ment for Cisco UCS B-Series to boot-from-SAN:

1. Storage array configuration
2. SAN zone configuration
3. Cisco UCS B-Series service profile configuration
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Configure a storage array

This installation procedure provides a summary for configuring storage
when you are using a NetApp FAS3200 storage array, which was used in the
Cisco SBA data center validation. For detailed steps for creating logical unit
numbers (LUNs), initiator groups, and mapping, please refer to the Cisco
SBA—Data Center NetApp Storage Deployment Guide. If you are using
another manufacturer’s storage array, the requirements are similar, but the
exact steps may differ.

First, the storage array administrator has to provision LUNs of the required
size for installing the operating system and to enable boot-from-SAN. The
boot-from-SAN LUN should be LUN 0. The SAN administrator also needs to
know the Fibre Channel World Wide Port Name (WWPN) of the adapter to
perform the necessary LUN masking. LUN masking is a critical step in the
SAN LUN configuration.

The LUN masking procedure is storage array-specific and is usually done
using the array’s device manager or CLI.

If you are installing to a bootable SAN device, configure a LUN on the SAN,
connect to the SAN, and verify that only one path exists from the SAN vHBA
to the LUN. In this design, you use Fibre Channel to connect the NetApp
storage array to the data center core Cisco Nexus 5500UP switches that are
running Fibre Channel switching. The following is a summary of the steps

to prepare the NetApp storage array for Cisco UCS B-Series SAN boot, or
for UCS B-Series or C-Series access to Fibre Channel SAN-based shared
storage for virtual machines. Configuration of the NetApp storage array uses
NetApp System Manager.

Step 1: Login to the NetApp System Manager using the username root and
the password you configured on the NetApp.

Step 2: Under Storage, click LUNSs.

Step 3: On the right pane, in the LUN Management tab, click Create, and
then follow the Create LUN Wizard to create a new LUN.

Step 4: In the Initiator groups tab, create an FC or FCoE initiator group.
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Step 5: In the initiator group that you just created, for initiator IDs, enter the
WWPNSs of the newly added vHBAs in the Cisco UCS B-Series server.

Edt X Delet

| [rseiome T T

2000002559399 ucs B FCP
2000:00255593.997F ucs B FCP

Step 6: After the LUN and initiator groups are created, map the LUN to the
initiator group. LUN O is used for boot volumes.

Configure SAN zones

SAN zoning maps the vHBA from the Cisco UCS B-Series blade server to
the target boot LUN on the Fibre Channel SAN fabric. The vHBA has to have
complete visibility to the array LUN in order for boot-from-SAN to succeed.
To create a zone and zoneset, configure the following on the data center
core Cisco Nexus 5500UP switches. For detailed Fibre Channel SAN setup
see the Cisco SBA—Data Center Deployment Guide. The example Fibre
Channel SAN numbering is continued from the Data Center Deployment
Guide.

Table 1 - Fibre Channel SAN zones

Fibre Channel | FCoE VSAN
Data center core switch | VSAN number | number SAN fabric
Nexus 5500UP-A 4 304 SAN-A
Nexus 5500UP-B 5 305 SAN-B

This procedure configures the zoning for the initiating server vHBA1 WWPN
and the target boot LUN WWPN provided by the storage array administrator.

Step 1: Loginto the console of the first Nexus 5500UP switch and create a
zone.

zone name pll-ucs-b-hbafc0-a-NETAPP1l vsan 4
member pwwn 20:00:00:25:05:99:99:7£f
member pwwn 50:0a:09:82:89:ea:df:bl

Step 2: Add the zone created in Step 1 to an existing zoneset, or create a
new zoneset if none exists.

zoneset name FCOE_4 vsan 4
member pll-ucs-b-hbafc0-a-NETAPP1

Deployment Details



Step 3: Activate the zoneset.

zoneset activate name FCOE 4 vsan 4

O\  Reader Tip

Always execute the zoneset activate command when you make
changes to zones. If you don't, the zone never becomes activated
and remains in the inactive state. If you need to create a new
virtual SAN (VSAN), follow the steps from the Cisco SBA—Data
Center Deployment Guide.

Step 4: When the operation is completed, check to see if the above zone
becomes active.
dc5548# show zone active vsan 4
zone name pll-ucs-b-hbafc0-a-NETAPPl vsan 4
* fcid 0xdf0006 [pwwn 20:00:00:25:05:99:99:7f]
* fcid 0xdf0004 [pwwn 50:0a:09:82:89:ea:df:bl] [NetApp-l-e2a-
FCOE]

Step 5: For the second vHBA connected to the second Cisco Nexus 5500
Series switch, repeat the preceding Step 1 through Step 4.

Configure service profiles on UCS Manager

For detailed steps for creating service profiles, please see the Cisco SBA—
Data Center Unified Computing System Deployment Guide.

The VMware setup for the Cisco UCS B-Series blade servers includes two
virtual Ethernet NICs (vNICs) and two virtual Fibre Channel host bus adapt-
ers (vHBAs) defined in a Cisco UCS service profile. These are presented to
the vSphere ESXi operating system as VMNICs and VMHBAs.
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The Cisco UCS M81KR, VIC 1240, or VIC 1280 virtual interface cards used
in the Cisco UCS B-Series blade servers supports fabric failover. Internally,
each of the two blade server’s converged network adapters is connected
to each of the two Cisco UCS 2208XP or 2204XP Fabric Extenders through
the chassis midplane. Loss of connectivity on a path in use causes traffic
to be remapped through a redundant path within Cisco UCS. When fabric
failover is enabled on a vNIC, the MAC address of the adapter (implicit
MAC address) and the MAC address of a virtual machine (learned MAC
address) are synced to the peer fabric interconnects automatically. When

a failover occurs, the second fabric interconnect sends gratuitous Address
Resolution Protocol (ARP) packets upstream for both implicit and learned
MAC addresses so that the external network knows that the new path goes
through the second fabric interconnect.

Itis recommended that you not enable fabric failover for the ESX server run-
ning vSwitch, Distributed Virtual Switch, or Cisco Nexus 1000V. A link-down
network control policy has been defined in the Cisco SBA—Data Center
Unified Computing System Deployment Guide to push a notification to the
Nexus 1000V switch in the event that one of the fabric interconnects com-
pletely fails. The link-down notification will cause the Nexus 1000V switch to
route network traffic onto the backup link to the second fabric interconnect.

In this design, the soft switch sees a failed path, and the vNIC goes to state
down and issues gratuitous ARP packets on behalf of the connected VMs.

This requires the use of VMware's NIC teaming or Cisco Nexus 1000V vPC
host-mode, which is discussed in the later sections of this guide.
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Step 1: Inthe Cisco UCS Manager navigation pane, click the LAN tab, and
expand LAN > Policies > root > Network Control Policies. Ensure that you
have a network control policy created with CDP option enabled and with
Action on Uplink Fail as Link Down.

== =LA+ Policies » ‘E:ll root &5 Metwork Conkrol Policies » &) COP-En-LinkLoss

Step 2: In the navigation pane, click the Servers tab, select the service
profile that you plan to assign to the server, and then in the work pane, click
the Network tab.

Step 3: Select the vNIC that you previously created in the Data Center

Unified Computing System Deployment Guide, and then at the bottom of
the screen, click Modify.
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Step 4: If you have created the vNIC using a vNIC template (vNIC-Fabric-A

for the first NIC ethO or vNIC-Fabric-B for the second NIC eth1), as directed

in the Data Center Unified Computing System Deployment Guide, you will

notice the vNIC template name used. You must modify the template in order
to verify settings.

wMIC-Fabric-A -
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Step 5: In the navigation pane, click the LAN tab, navigate to LAN > Policies
> root > vNIC Templates, and then click the vNIC template used to create
the vNICs.

E3 5 Lal » E Policies » ‘!i!. ook ¢ . wMNIC Templates » . wMIC Template wMIC-Fabric-f4

| WNIC Interfaces | Faults | Events

wMIC Template For Fabric &

Step 6: Ensure Enable Failover is cleared, and then in the Policies section,
in the Network Control Policy list, choose the control policy as shown in
Step 1, and then click OK.

It is recommended that you do not enable fabric failover for the virtual switch
uplinks.
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Step 7: Verify that vNIC ethQ is connected to Fabric A and that vNIC eth1

is connected to Fabric B. The vNICs eth0Q and eth1 will carry management
traffic and data traffic, such as virtual machine and storage traffic. You have
created a total of two vNICs, with failover disabled.

= Service rofie Servers_SAN_Boat

Step 8: Select a service profile to associate to a Cisco UCS B-Series blade
server.

Step 9: On the Boot Order tab, ensure that you have configured the correct
boot policy (either SAN boot policy or Local Disk boot policy). If you are
using SAN boot policy, ensure that the SAN boot target configurations are
correct.

=5 Service rofie Servers_SAN oo

. Server ot P Pt Pl Evrts

) (=) [ Fr| = Exprt 5 P

ary Pimary o S0.06:01:61:3C:£0:60:£2
d s
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Step 10: After the service profile is created and boot policy is assigned,
associate the service profile to an open server on the chassis. The server
automatically boots with the new service policy.

>> S8 Equipment * & Chassis * & Chassis 1 "« Servers © o Server 3

General | Inverkory | Virtual Machines | Installed Firmwiare | SEL Logs | VIF Paths | Fauls | Events | F3 | Statistics | Temperatures | Power |

Faultsummary | Physical Display
& vV A A
0 1 0 0

Qwerall Status: § Unassociated

Status Details -

Associate Service Profile

Select an existing service profile to associate with the selected senver.

Admin State: § In Service
Discovery Statz: 1 Complete

Avsil State: 1 Available ~Service

AssocState; ¥ None
= #wvailable Service Profiles ( All Service Profiles

Fower State: ¥ OFF

Slot Status: 1 Equipped [ seleet Name: o ssocState ]
Check Faint; Discovered & 1S Service Profile Servers_SAN_Boot  org-root Unassodiated =
©|== Service Profile C_Series_Server_Pr... [org-root lUnassaciated

CActions =
4| | LIJ

==
=gy Create Service Profile

==
| Agsaeizhe Zeqice e Cancel

BRI - e et

Step 11: In the work pane, on the FSM tab, check the progress of the
service profile that is being applied on the server.

5> BB Equipment * &4 Chassis * & Chassis 1 * wp Servers * wp Server 3

General | Inventory | Virual Machines | Installed Firmware | SEL Logs | VIF Paths | Faults | Evenks | FSM I Statistics | Temperatures | Power |

FSM Skatus: In Progress
Descripkion:
Current F5M Mame: Associate
Completed at:

Progress Skatus: - 4%

Remote Inwocation Result:
Remote Invocation Errar Code: None

Remote Invocation Description:

This completes the association of a service profile to the Cisco UCS
B-Series server.
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VMware vSphere Installation and Setup

Installing VMware ESXi on Cisco UCS Servers

1. Mapping the ESXi ISO file using virtual KVM
2. Install vSphere Hypervisor (ESXi)

Before you install VMware vSphere, ensure that you have the following
information:

IP address, subnet mask, and default gateway for ESXi hosts

Host names for ESXi hosts

Primary domain name for the ESXi hosts

Primary and secondary Domain Name System (DNS) IP addresses
Password for the ESXi management console

You can install VMware ESXi by using an ISO burned with the proper utility
to a CD or mounted as remote media on the Cisco Integrated Management
Controller (Cisco IMC). This example shows you how to use the virtual
keyboard, video and mouse (KVM) console Virtual Media to install ESXi from
alocal ISO on your desktop, running Cisco UCS Manager in your browser.

Some processes and steps in this section are specific to the Cisco UCS
B-Series server and some specific to the Cisco UCS C-Series server. Where
appropriate, the differences are noted.
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Mapping the ESXi ISO file using virtual KVM

If you are using a Cisco UCS B-Series server, complete Option 1. If you are
using a Cisco UCS C-Series server, complete Option 2.

Option 1. For a Cisco UCS B-Series server

Step 1: In a browser, connect to Cisco UCS Manager by using the
Cisco UCS virtual management IP address.

Step 2: Click Launch UCS Manager, and then log in to Cisco UCS Manager
by using your administrator username and password.

Cisco UCS Manager - 2.1(1a)

Single point of device management for the Cisco Unified Computing System ‘v A

Launch UCS Manager Launch KVM Manage!

i mim
CISCO.

Step 3: In the navigation pane, on the Equipment tab, expand Equipment >
Chassis > Chassis_Number > Servers, and then choose the server that you
want to access through the KVM console.

Step 4: Inthe work pane, on the General tab, in the Actions area, click KVM
Console. The KVM console opens in a separate window.
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Step 5: In the KVM console window, on the KVM Console tab, click the
Virtual Media tab.

a FI6296x / Chassis - 1 Server - 3 - K¥M Console
File  Help

oot Server % Shukdown Server 52 Reset
KM Console | Server
e Wirkual Media I

Client Yigw

Mapped | Read Only | Drive |
— = &5 G - COjoVD

Exit
Create Image
Add Image. ..

Remove Image...
Details =

Step 6: Click Add Image, navigate to the VMware-VMvisor ISO file, and then
select it. The ISO image is displayed as a device in the Client View pane.
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Step 7: For the ISO image you added in the preceding step, select the Step 9: Select Power Cycle, and then click OK. This cycles power on the

Mapped check box, and then wait for mapping to be completed. Observe server so that the server reboots from the virtual CD/DVD that is mapped
the progress in the Details pane. Do not press exit here, and leave the to the ISO installation image, and the BIOS recognizes the media that was
window open while the file downloads. just added. The server uses the boot order that is defined in its Cisco UCS

Manager service profile.

Do you want to reset the selected servers?

Leave the KVM Virtual Media window open, and do not press
exit until you are told to in Step 7 of the next procedure, “Install
vSphere Hypervisor (ESXi)".

= FI6296x / Chassis - 1 Server - 3 - K¥M Console =] 3
File  Help

o Bontserver % Shubdown Server 2, Resst

[V CErsie] server |

K

Client Yiews

Mapped I Read Only I Drive I T
- = & G- ooV
Create Image
\Desktop|FEB2013|ESKI-5.0 stom-Ci b.is0
Add Image...
Remove Image...
Details £

Step 8: When mapping is complete, at the top of the screen, click Reset.
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Step 10: Click the KVM tab to watch the server boot, and when the VMware
VMvisor Boot Menu appears, select ESXi Installer. In the next procedure,
you continue configuration in the ESXi Installer.

E3Xi-5.0.0-623860-custom Boot Menu

ESXi-5.0.0-623860-custom Installer

Boot from local disk

Automatic boot in 3 seconds...

Option 2. For a Cisco UCS C-Series server

Detailed deployment for programming the Cisco UCS C-Series server
management interface, the Cisco Integrated Management Controller (Cisco
IMC), is provided in the Cisco SBA—Data Center Unified Computing
System Deployment Guide. It is assumed that you have completed the UCS
C-Series preparation before beginning this procedure.

If you are deploying a Cisco UCS C-Series C220 M3, C240 M3, and C260
M2 server, these servers have an onboard Secure Digital (SD) card, called
Cisco FlexFlash, installed in them.

The Cisco FlexFlash SD card has four partitions, and each partition is
presented as a USB drive to the BIOS and to any installed OS. The four
partitions are:

« Hardware Upgrade Utility (HUU)—Contains a bootable upgrade ISO
installed.

= Server Configuration Utility (SCU)—Contains a bootable configuration
ISO installed.

= Drivers—Contains the Cisco Drivers ISO.

= Hypervisor (HV)—Is used to install Hypervisor OS, and it can also be
used to store files that can be accessed by the OS.

The images in the partition can be installed or updated by using SCU
Release 3.0 or later. If you have a Cisco FlexFlash card, the following Step 3
through Step 5 will be used to activate the partition through Cisco IMC and
enable the HV partition for installation of the VMware ESXi ISO file.

Step 1: In a browser, enter the Cisco IMC IP address.

Step 2: Log in by using the administrator username and password you set
when you configured Cisco IMC.

vl Cisco Integrated Management Controller
CISCO  ucsc220-m3

Step 3: If you are not deploying a Cisco UCS C-Series server utilizing Cisco
FlexFlash, skip to Step 6.

If you are deploying a Cisco UCS C220 M3, C240 M3, or C260 M2 server
with Cisco FlexFlash installed, on the Server tab, click Inventory, and in the
work pane, click the Storage tab, and then in the Storage Adapter section,
select the FlexFlash-0 controller.

Overall Server Status

(4 - | b
Storage Cards

Server piE i cPus | mMemory | Power Supplies | Metwork Adap(srsr sterage | pol Adapters |

System Event Lag
Remote Presence
BIOS

Power Policies Storage Card: FlexFlash-0
Fault Summar Y

jeaptollenliiy ] Physical Brive Info_| Virtual Drive Info_| Battery Backup Unit )

Actions

[STpreset Cisca Flex Flash

Physical Drive Count:
[ Physical Drive Count: 1 ]

{é}canﬁguwe Operational Profile

[\'lrlnzl Drive Count

virtual Drive Counti 4 ]

ion: 1.2 build 248

Cypress

ok

Connec ted

irmware; 1.2 build 248-2
ion: 1.2 build 248

Next, you activate the HV partition.



Step 4: Click the Controller Info tab, and then under the Actions pane, click
Configure Operational Profile.

Step 7: In the KVM console, click the Virtual Media tab.

Step 8: On the Open dialog box, click Add Image, select your ISO file, and
then click Open.

EHHE
oo

Step 5: On the Operational Profile dialog box, click Save Changes. The HV
partition is now available to install a VMware ESXi ISO file on it.

Storage Cards

CPUs | Memory | Power Supplies | Wetwork Adapters | Storage | pcradapters |

Storage Adapter

Look In: |] ESXi -

FlexFlash-0 Cisco FlexFlash

1.2 build 248 Cypress [

[ ESXi-5.0.0-623860-custom-Cisco-2.0.1.6.is0

Storage Card: FlexFlash-0

Cantroller Info Fhysical Drive Info | virtual Drive Info | Battery Backup Unit

Actions Physical Drive Count:
@Reset Cisco Flex Flash Physical Drive Count; 1 }
5% Configure Operational Profile |
. . o bk o+
General Operational Profile 7

Product Name: Cisco FlexFlash Controller;  FlexFlash-0

Firmware Version: 1.2 build 248 Virtusl Drives Enabled: SCU: [ Drivers: [

Wendor: Cypress W B

HUU: [

Raid Primary Member: |slotl

Contraller Status: ok

Internal State: Connected

Running Frmware: 1.2 build 248-2 Error Count Threshold: [ File Name: |ESKi—S.D.U—EEEEEU—custom—Ciscn—E.D.1 B.iso |
Startup Firmware Yersion: 1.2 build 248
(S choges) (sstvas] (Gons] Files of Type: ‘Dlsk|mageﬂle{*.|so,*.|mg} |"'|

Step 6: On the Server tab, click Summary, and then in the work pane, click

[_oven_| [ cancer ]
Launch KVM Console.

il giseo Tntegrated Management Controller

cisco

Summary
Inventory
Sensors

Systemn Event Log
Remote Presence
BIOS

Power Policies

Fault Summary

Acti

Overall Server Status ¢ 1 4 E (7))
Server Summary

‘*&.‘J Power On Server

.
., Power Off Server

1
l§:‘)Shut Down Server
O Power Cycle Server
Hard Reset Server

B Launch KVM Console

@ Turn On Locator LED

- Server Properti
Product Name:

Serial Number:

PID:

UuID:

BIOS Version:

Description:

UCS €220 M3S
FCH1618V049

UCSC-C220-M38
EB471B75-CAD7-45D1-9AE4-2D4FD01F5462
€220M3.1.4.7b.0 (Build Date: 10/05/2012)

Server Stati

Pawer State:

Overall Server Status:
Temperature:

Power Supplies:

Fans:

Locator LED:

O on
|d Good
[id Geod
| Good
|24 Good
O off
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Step 9: For the image you selected in the preceding step, select the Step 11: When the server reboots, press F6 to enter the boot menu, select

Mapped check box. Do not click Exit. Cisco Virtual CD/DVD, and then press Enter. Selecting the correct boot
— device enables files from the ISO file to be read and the ESXi installation to
KVM | Virtual Media begin.

Client View .
Mapped | ReadOnly | Drive - i select boot device:

r - (=) K: - Removable Disk

m ¥ &3 D:-coovp Cieclcimes Hy

& CAESXESXi-5.0.0-623860-custom-Cisco-2.0.1.6.is0 - 1S0 Image File Add Image... i o

I ivers
Remove Image... ri r
Details =

1 3 ; 7
Details co Wirtual FOD/HDD 1.22
Target Drive |l‘.’|apped To Read Bytes |Write Bytes |Duration . T i fru
Virtual COIDVD &5 CAESXIESXI-5.0.0.62...0 0 00:00:12 USB Reset UEFI: Built-in EFI Shell

Removable Disk Mot mapped

Floppy Hot mapped

~tual COADWD !
Cisco Wirtual Floppy 1.

Q Enter Setup

T and 4 to move selection
EMTER to select hoot device

Leave the KVM Virtual Media window open, and do not press oo e R ~
exit until you are told to in Step 7 of the next procedure, “Install ESC to boot using defaults
vSphere Hypervisor (ESXi)".

Step 10: On the KVM tab, in the menu bar, choose Macros, and then press
Ctrl-Alt-Del. This reboots the server.



Step 12: When the VMware VMvisor Boot Menu appears, select ESXi Step 3: If you are installing on a Cisco UCS B-Series server, select the
Installer. installation target LUN on a storage array or a local disk, and then press
Enter.

ESXi-5.0.0-623860-custom Boot Menu

Figure 4 - Cisco UCS B-Series local disk

ESXi-5.0.0-623860-custom Installer

Boot from local disk
Select a Disk to Install or Upgrade

= Contains a YMFS partition

Storage Device Capacity

Local :
(none)
Renote:

Automatic boot in 5 seconds...

Figure 5 - Cisco UCS B-Series storage array-based LUN

After your Cisco UCS B-Series or C-Series server boots with the VMware
ESXiinstaller from the previous procedure, continue with this procedure.

Step 1: Wait until the following screen is displayed, and then press Enter.

Helcone to the YMuare E5Xi 5.0.0 Installation

YMuare ESXi 5.0.0 installs on most systems but only
systemns on YMuare s Compatibility Guide are supported.

Consult the YMuare Compatibility Guide at:
http://uuu.vnuare .con/resources/conpat ibility

Select a Disk to Install or Upgrade
= Contains a WMFS partition

Storage Device Capacity
Local :

(none)
Renote:

Select the operation to perforn. If you are installing on a Cisco UCS C-Series server, you can install the ESXi

on either a local disk, a USB thumb drive, or the Cisco FlexFlash HV partition
Select the appropriate drive, and then press Enter.

Step 2: On the End User License Agreement screen, press F11.



/O  Reader Tip

When the Cisco UCS C-Series server is provisioned with suitable
NICs and drivers, it can also boot from a SAN disk, similar to the
Cisco UCS B-Series procedure. For more details see:
http://www.cisco.com/en/US/docs/unified_computing/ucs/c/sw/
gui/config/guide/1.4.1/b_Cisco_UCS_C-Series_GUI_Configuration_
Guide_141_chapter_01001.ntmI#d31886e1041a1635

Figure 6 - Cisco UCS C-Series local disk drive

MRI266-8i (naa.600605b00509cfcl184de. ..Y 1.09 TiB

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

Figure 7 - Cisco UCS C-Series USB thumb drive

USB Flash Disk (mpx.umhba33d:CO:TO:LO) 1.83 GB

(F1) Details (Esc) Cancel (Enter) Continue
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Figure 8 - Cisco UCS C-Series FlexFlash HV partition

HV¥ Hypervisor 0 (npx.vmhbad3:CO:TO:L1)

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

Step 4: Select the desired keyboard layout, and then press Enter.

U5 Default

(Esc) Cancel

(F9) Back (Enter) Continue
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Step 5: Enter a password for the root account, confirm the password by Step 7: When the Installation Complete screen is displayed, on the KVM
entering it again, and then press Enter. Virtual Media window, next to the ISO file you loaded in the previous proce-
dure, clear the Mapped check box. This removes the installation disk.

Step 8: On the Installation Complete screen, press Enter. The server
reboots.

successful ly

Passuwords match.

(Esc) Cancel (F9) Back (Enter) Continue

Step 6: Review the Confirm Install screen, and then press F11.
Renove

install
(Enter) Reboot

Step 9: If you are using the Cisco UCS B-Series Server or the UCS
C-Series server with the boot-from-local-drive option, proceed to the next
(Esc) Cancel (F9) Back (F11) Install process “Configuring the ESXi Console.”

If you are using the Cisco UCS C-Series server with the boot from Cisco
FlexFlash or USB thumb drive options, continue with this procedure.

Step 10: When the server boots, press F2. BIOS setup opens, where you
can modify the BIOS boot order.

The system alerts you that any existing data on the target drive

will be overwritten. Step 11: Use the arrow keys to choose the Boot Options tab.

VMware ESXi installation begins and displays a status window.
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Step 12: In the Boot Options menu, select Hard Drive BIOS Boot Step 14: If you are using a Cisco FlexFlash HV partition, select HV.

Specifications (BBS) Priorities. and then press Enter If you are using a USB thumb drive, select USB (not shown).

Aptio Setup Utility - Copyright 11 American Meg

Boot Option #1

BS Priorities

Step 13: Select Boot Option #1, and then press Enter. _
Step 15: Press F10. This saves your changes and reboots the server.

After the server reboots, the ESXi operating system is loaded.
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Configuring the ESXi Console

1. Configure the management network
2. Configure DNS address

3. Test the configuration

Configure the management network

After the ESXi host has rebooted, the KVM console should look like the
following figure. Note that the console is waiting for DHCP to provide an IP
address. In this procedure, you configure management access to VMware
ESXi on the server by assigning a static IP address to the ESXi management
console.

When deciding to share an Ethernet port (or to dedicate one to manage-
ment), be aware of traffic requirements of virtual machines. The best prac-
tice is to have a separate Ethernet port for management when possible.
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Step 1: Onthe ESXi home screen, press F2. This allows you to customize
the system.

VMuare ESXi 5.0.0 (VMKernel Release Build 623860)

Cisco Systems Inc UCSC-C220-M35

2 x Intel(R) Xeon(R) CPU ES-2630 0 @ 2.30GHz
64 GiB Memory

Dounleoad tools to manage this host from:
http://169.254.0.1/ (Haiting for DHCP...)

Harning: DHCP lookup failed. You may be unable to access this system until you custonize its
netuwork configuration.

<F2> Customize Systen/¥ieuw Logs <F12> Shut Doun/Restart

Step 2: On the Authentication Required screen, enter the root password set
in Step 5 of the previous procedure, and then press Enter.

Authent ication Required

Enter an authorized login name and passuord for
localhost. .

Conf igured Keyboard (US Default)
Login Name: [ root

Passuord : [ sesvencmencmen

<Enter> 0K <Esc* Cancel
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You can modify the Troubleshooting Options field to allow con-
figuration of remote troubleshooting via SSH or directly from the
console. Please refer to VMware KB Article: 1017910 for more
information:

http://kb.vmware.com/selfservice/microsites/search.
do?language=en_US&cmd=displayKC&externalld=1017910

Step 3: On the System Customization screen, choose Configure
Management Network.

Step 4: On the Configure Management Network screen, choose Network
Adapters, and then press Enter.

Conf igure Managenent Netuork Network Adapters

wnnich (d4:8c b5 40:22:42)
VLAN (optional)
The adapters listed here provide the default network
IP Configuration
IPu6 Conf iguration
DNS Configuration
Custon DNS Suffixes

connect ion to and from this host. When two or more adapters
are used, connections will be fault-tolerant and outgoing
traffic will be load-balanced.

Step 5: Press the Space bar to select vmnics, and then press Enter.
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Step 6: Select the adapter interfaces that will manage the ESXi host.
Adapters are listed with their VMware name (vmnicQ through vmnic3), MAC
addresses, and link status. In this setup, vmnic 0 and vmnic 1 are used for
management.

Network Adapters

Select the adapters for this host’s default management network
conmection. Use two or more adapters for fault-tolerance and
load-balancing.

Device Name Hardware Label (MAC Address) Status

vmnic® (00:25:b5:01:0c: Connected
vmnicl (00:25:b5:01:0c: Connected
vmnic2 (00:25:b5:01:0c: Connected
vmnic3 (00:25:b5:01:0c: Connected

<D> View Details <Space> Toggle Selected <Enter> OK <Esc> Cancel

If you are using the Cisco UCS B-Series server, complete Step 7 and Step 8.
These steps configure a trunk port and specify the management VLAN.

If you are using a Cisco UCS C-Series server with multiple NICs and you are
using separate physical NICs for management with a single VLAN on this
vmnic, skip to Step 9.

Step 7: On the Configure Management Network screen, choose VLAN, and
then press Enter.

Step 8: Enter the management VLAN number 163, and then press Enter.
The Cisco SBA data center foundation design uses VLAN 163.

YLAN (optional)

If you are unsure how to configure or use a VLAN, it is safe to

leave this option unset.

LAN ID (1-4094, or 4095 to access all VLANs):

<Enter> 0K <Esc> Cancel
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Step 9: On the Configuration Management Network screen, choose IP
Configuration, and then press Enter.

Step 10: On the IP Configuration screen, choose Set static IP address and
network configuration.

Step 11: Use the arrow keys to move between the IP address fields, enter
the following values for the following ESXi management interface settings,
and then press Enter:

IP address—10.4.63.81
Subnet mask—255.255.255.0
Default gateway—10.4.63.1

Be careful to use the up and down arrows to navigate this screen.
If you press Enter before you have entered all of the information
required, you will return to the Configuration Management screen
and will have to return to this screen to complete entering all
required information.

IP Configuration

This host can obtain netuwork settings auvtomatically if your network
includes a DHCP server. If it does not, the following settings must be
specified:

( ) Use dynanic IP address and network configuration
(o) Set static IP address and netuwork configuration:

IP Address [ 10.4.63.81 1
Subnet Mask [ 255.255.255.0 1
Default Gateway [ 10.4.63.1_ 1

Up/Doun> Select <Space> Mark Selected {Enter> 0K <Esc> Cancel
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Configure DNS address

Domain Name Service (DNS) provides for IP address-to-name resolution for
ESXi system management. This is a critical service for VMware.

Step 1: On the Configure Management Network screen, choose DNS
Configuration.

Step 2: Enter values for the following settings, and then press Enter:
Primary DNS server
Backup (or alternate) DNS server
A fully qualified host name for this node

DNS Conf iguration

This host can only obtain DNS settings automatically if it also obtains
its IP configuration autonatically.

( ) Dbtain DNS server addresses and a hostname automatically
(o) Use the following DNS server addresses and hostname:

Primary DNS Server [ 10.4.48.10 1
Alternate DN3S Server [ 1
ostnane [ test-c2?0n3-1.cisco.local 1

{Up/Doun> Select <Space> Mark Selected <Enter> OK <Esc> Cancel

This completes the programming of the ESXi management parameters.

Step 3: Press Esc. Configuration is now complete.
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Step 4: Press Y. This accepts the changes and restarts the management
network.
- —————/—— 0 00000000

Conf igure Management Metwork: Confirm

You have made changes to the host s management network.
Applying these changes may result in a brief netuwork outage.

disconnect remote management softuare and affect running virtual
machines. In case IPv6 has been enabled or disabled this will
restart your host.

Apply changes and restart management network?

<¥> Yes <N> NHo <Esc> Cancel

Test the configuration

Now that you have completed configuration, it is recommended that you
test for proper communication. Testing ensures that the ESXi management
interface can reach its DNS servers and default gateway, as well as fully
resolve its host name.

Step 1: On the main ESXi configuration screen, choose Test Management
Network, and then press Enter.

Step 2: If the test is successful, the system marks the test OK.

Test ing Managemnent Network

You may interrupt the test at any time.

Pinging address #1 (10.4.63.1). OK.
Pinging address #2 (10.4.48.10). OK.
Resolving hostname (test-c220m3-1.cisco.local). OK.

{Enter> DK
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Step 3: Press Enter, and then press Esc. The final welcome screen appears.

VMuare ESXi 5.0.0 (VMKernel Release Build 623860)

Cisco Systens Inc UCSC-C220-M35

2 x Intel(R) Xeon(R) CPU E5-2630 O @ 2.3BGHz
64 GiB Memory

Dounload tools to manage this host fron:
http://test-c220n3-1/
http://10.4.63.81/ (STATIC)

Installing vSphere Client

1. Install vSphere Client

VMware vCenter Server can be installed either on a virtual machine or on

a physical machine. The procedure flow in this guide, which begins with
installing the vSphere Client, is based on deploying VMware vCenter Server
on a virtual machine.

Deploying vCenter Server on a virtual machine has following benefits:

You can migrate the virtual machine running vCenter Server from one
host to another, enabling non-disruptive maintenance.

You can enable high availability by using VMware High Availability. In
case of a host failure, the virtual machine running vCenter Server can be
restarted elsewhere in the cluster.

You can take snapshots, enabling data protection for the virtual machine
running vCenter Server. You can use tools like VMware Data Recovery to
provide speedy backup and recovery of virtual machines.

You do not need to dedicate a physical server for vCenter Server.
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If you prefer to install vCenter Server on a physical machine, do the
following:

1. On a standalone server, install the Windows operating system.

2. Install a database (Oracle DB or Microsoft SQL Server) based on how
many ESXi hosts and virtual machines you plan to install and manage in
your environment. Consult VMware for guidance.

3. Install vCenter Server on the same machine on which you installed the
database or on a different physical machine.

4. Install vSphere Client on any machine that has network access to
vCenter Server and the ESXi hosts.

5. Using vSphere Client, access vCenter Server and start managing your
hosts and virtual machines.

In this guide, you use Microsoft SQL Server 2005 Express Edition (which

comes bundled with vCenter Server) as the database server. For smaller
environments, this choice works well, and you can upgrade to a more full-
featured version of SQL Server as you grow your environment.

Install vSphere Client

Now that you installed ESXi in the previous process, this procedure will show
the details on how to install vSphere Client from the vCenter Server installa-
tion media.

Step 1: Obtain the VMware vCenter Server release 5.0U1 image (from a
disc, ISO, download, etc.) and make the installation media available via CD/
DVD to the system where you want to install the vSphere Client.

VSphere Client is adaptive, and it only shows what the ESXi

host knows how to do. VSphere Client is also used for access to
vCenter (which will be covered later), allowing for vMotion and
other functions. Be aware of what destination you are connecting
to. ESXi hosts and vCenter have different abilities available to the
client.
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Step 2: Double-click Autorun.exe. This starts the VMware vCenter Installer.

Step 3: In the VMware vCenter Installer main screen, select vSphere Client,
and then click Install.

vmware

VMware vSphere*5.0

vSphere Client™

The vSphere Client™ application lets you connect to an
ESX host directly, or indirectly through a vCenter
Senver™.

¥Sphere Client™

Wiviware vSphere® Web Client (Server) _
Prerequisites:

Wiviwa here® Update Manager

Wiviware ESXI™ Dump Collector

Wiviware® Syslog Collector

Wiviware® Auto Deploy

Wiviware vSphere® Authentication Proxy
Utility

vCenter™ Host Agent Pre-Upgrade Checker

Install

Explore Media
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Step 4: Once the installation completes, start vSphere Client, enter the
address of the ESXi server you just installed, along with the username root
and the ESXi console login password, and then click Login.

(=) ¥Mware vSphere Client

vmware

VMware vSphere®

Client

To directly manage a single host, enter the IP address or host name.
To manage mulkiple hosts, enter the IP address or name of a
vizenker Server,

IP address | Mame: Itest-cZZDmS-l.cisu:u:u.lu:u:al j
User name: Ir.;..:,t
Passward: I********|

[T Use Windows session credentials

Login Close Help
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Step 5: On the security warning for an untrusted SSL certificate from the
new ESXi host, click Accept.

After you log in, you are presented with a screen like the following. Since
you have just installed, you are also prompted with a license notice. ESXi has
a 60-day evaluation license. You will need to acquire proper licenses from
VMware and install them in the vCenter.

File Edit Yiew Inventory Administration Plugins Help

B [a o
Invenlory
Inventory
Administration
Roles System Logs

Recent Tasks Marmne, Target or Status contains: - I Clear %
Mame Target Status | Details | Tnitisted by | Requested Start Ti... — | Start Time | Completed Ti
a | I

|8 Tasks | |Evaluation Mode: 60 days remaining  [ract 7

If you are installing the vSphere client on a server with USB
storage for ESXi, you may receive a warning “System logging not
Configured on host <hostname>" indicating that you do not have
a location to store log files for ESXi on this host. In this case, you
can store log files on a syslog server. More information can be
found at:

http://kb.vmware.com/selfservice/microsites/search.
do?language=en_US&cmd=displayKC&externalld=2003322
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Adding Networking for Virtual Machines

1. Run the Add Network Wizard

The ESXi host links local VMs to each other and to the external enterprise
network via a software virtual switch (vSwitch), which runs in the context of
the kernel. Virtual switches are key networking components in ESXi.

A vSwitch, as implemented in vSphere Hypervisor, works in much the same
way as a modern Ethernet switch. A vSwitch:

Maintains a MAC address and port-forwarding table.
Looks up each frame’s destination MAC when the value arrives.
Forwards a frame to one or more ports for transmission.

- Avoids unnecessary deliveries (in other words, it is not a hub).

Although it is recommended that the management console and VMkernel
get their own respective dedicated virtual machine NIC (VMNIC), it is likely
that in many deployments they will share the same VMNICs.

@ Reader Tip

The leading practice uses separate VLANSs for the VMkernel inter-
faces, management interfaces, and virtual machines. For more
information about load balancing and port groups with multiple
VLANSs, see the VMware documentation.

A vSwitch is required to configure access to vSphere Hypervisor. VSwitch
0 was created during the ESXi setup process when the vSphere Hypervisor
management interface was installed. A new vSwitch needs to be created to
carry virtual machine, storage, and vMotion traffic.
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The vCenter or Virtual Infrastructure Client uses the management
console to manage the ESXi server. Carefully review any change
to the management console configuration in order to avoid losing
management access to the ESXi server.

You need to perform the following procedure for each VLAN you add to the
vSwitch.

Run the Add Network Wizard

In this procedure you will configure Virtual Machine physical interfaces
(VMNICs) as uplinks in order to carry production traffic from the VMs to the
data center network.

Table 2 - Example production traffic VLANs used in the Cisco SBA data center
design

VLAN number VLAN name | Description

148 Servers_1 Virtual Machine Network Data

149 Servers_2 Virtual Machine Network Data

150 Servers_3 Virtual Machine Network Data

154 FW_Inside_1 | Firewall-protected servers

155 FW_Inside_2 | Firewall and IPS protected servers
157 VDI_Clients VDI Client secured servers

To avoid a single point of failure, in this deployment, each uplink adapter
connects to two different physical switches in NIC teams. The teams can
then either share the load of traffic between physical and virtual networks
among some or all of its members, or they can provide passive failover in the
event of a hardware failure or a network outage. By default, the NIC teaming
is set to use the vSwitch port-based load-balancing policy.

Step 1: Using vSphere Client, log in to the ESXi host.
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Step 2: Ignore the License warning. Licensing is covered in its own process Step 7: Select the desired VMNIC physical interfaces to use on the new

in this guide. vSwitch, and then click Next. These interfaces are the uplinks that will carry
production traffic from the server to the data center network.

Step 3: Click the Inventory icon.

! add Network wizard M [=1 3
Virtual Machines - Network Access
Yirkual machines reach networks through uplink adapters attached to vSphers standard switches.

Step 4: In the left column, select the ESXi host, click the Configuration tab,

a n d t h e n Se | e Ct N etWO I’k | n g . ‘Connection Type Select which vSphere standard switch will handle the network traffic For this connection, You may also creats anew
Network Access vSphere standard switch using the unclaimed network adapters listed belov,
Connection Settings
. Summary @ Create a vSphere standard switch Speed Hetworks
Ste p 5 C | | C k Ad d N etWO r k| n g Cisco Systems Inc Cisco VIC Ethernet NIC
- " ¥ E8 wvmnicz 10000 Ful 10.4.57.1-10,4.57. 127 ( VLAM 157 )

10,4,48.1-10,4.48,254 { VLAN 148 )
0.0.0.1-255.255,255.254 { VLAM 154 )

Step 6: In the Add Network Wizard, on the Connection Type page, select 0.00.1-255.255 25525 (N 163)

. . . ,0,0,1-255,255, 255,254 { VLAM 155 )
Virtual Machine, and then click Next. BB i LOOODFU 5110.6.57.1-10.4.57.427 {VLAN 157
10.4.48.1-10.4.45,254 { VLAN 148 )
0.0,0,1-255,255,255,254 { VLAM 154 )

\L-'_J Add Network Wizard = [=]
0.0.0.1-255.255.255. 254 [ LAN 163 )
Connection Type .0.0.1-255.255,255,254 { VLAM 155 )
Metworking hardware can be partitioned to accommodate sach service that requires connectivity, Intel Corporation 1350 Gigabit Network Connection
[~ B8 vmnict Dovn Hone
" Use ySwitcho speed Metworks
" Intel Corporation 1350 Gigabit Network Connection
Connection Type I~ E@ vmnico 1000 Full 0.0.0,1-255,255.255.254
Hetvork Access Connection Types ST
Connection Settings & i B
Summary ¥irtual Machine [
Add a labeled netwark to handle virtual maching network traffic, irtual Machine Port Group Physical Adapters
VM Netwark 2 e BB vmnic2
 yMkernel B vmrics
The YMkernel TCR{IP stack handles traffic fior the Following ESXi setvices: vSphere viMation, iSCSI, NFS,
and hast management.,

If you are limited to two NIC cards, you can scroll down and add
your VM VLAN to the existing vSwitchO.
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Step 8: Name the VLAN, enter the VLAN ID (Example: 148), and then click
Next.

(%] Add Network Wizard =1 E3
¥irtual Machines - Connection Settings
Use netwark labels ta identify migration compatible connections common to bwo or more hosts.
Cornection Type Part Group Properties
Metwork Access
Connection Settings Network Label: ervers_1
Surmary VLAM ID {Optional); 148 -
Preview:
inual Machine Port Group Physical Adapters
Servers_L Q. @ vranic2
YLAN ID: 148 @ vmnic3

The vSwitches in this example are set up for trunking, which
allows for expansion in the future to multiple separate VLANs
without requiring you to reconfigure interfaces.

Step 9: On the Summary page, review your settings, and then click Finish.
The networking window shows the following configuration. The network is
now created and available for future VMs.

test-c220m3-2.cisco.local YMware ESXi, 5.0.0, 623860

fus | Updete Manager

catio
Hardware Vies wiphere Standard Switch  vSphere Distributed Switch

Processors

> Metworking
Storage Adapters
Hetwork Adapters
Advanced Settings

Fower Management:

Software

Licensed Features

Time: Configuration

DHS and Routing

Aukhertication Services

Power Management:

yirtual Maching Startup/Shutdown
Wirtual Machine Swapfie Location
Security Profile

Host Cache Configuration
System Resoures Allacation
Agent ¥ Settings

Advanced Settings

Networking Refresh  Add Networking... Pr
Standard Switch: vSwitcho Remave... Properties...
ikemel Port Physical Adapters
£ Management Metwork 9. BB vrricl stand by =]
ki) : 10.4.63.62 BB vonicd 1000 Ful (2

Standard Switch: vSwitchl Remove,., Properties...

Viual Machine Poit Group Physial Adapters
3 Servers_1 Q. E@ vmnic3 10000 Ful §3
VLAN D 148 BB wnic2 10000 Ful §3

operties.

Step 10: Repeat Step 5 through Step 9 to add additional VM production
traffic VLANSs, and reuse the new vSwitch that you created in Step 7.
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Configuring Data Storage for the ESXi Host

1. Set up shared storage
2. Add a datastore to ESXi hosts

After you connect to the ESXi host using VMware vSphere Client, you may
be presented with the message “The VMware ESX Server does not have
persistent storage.” This message is generated when an ESXi host does not
have a VMware Virtual Machine File System (VMFS) datastore. You have
several options for adding storage; ESXi supports iSCSI, Fibre Channel,
FCoE, and local storage.

If you are installing the vSphere client on a server with USB
storage for ESXi, you may receive a warning “System logging not
Configured on host <hostname>" indicating that you do not have
a location to store log files for ESXi on this host. In this case, you
can store log files on a syslog server. More information can be
found at:

http://kb.vmware.com/selfservice/microsites/search.
do?language=en_US&cmd=displayKC&externalld=2003322

This process will guide you through the following procedures:
Setting up shared storage with iSCSI, Fibre Channel, or FCoE transport.

Adding VMware data stores or “persistent storage” for your virtual
machines.

This guide uses the Cisco custom image for ESXi 5.0 UT GA Install CD, which
includes VMware operating system, as well as current drivers for Ethernet,
Fiber Channel, and FCoE for VMware operation. This CD is available under
the “OEM Customized Installer CDs” selection at:
https://my.vmware.com/web/vmware/info/slug/
datacenter_cloud_infrastructure/vmware_vsphere/5_0#drivers_tools
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If you do not use the customized image, you will need to make sure that
the Ethernet (eNIC) and Fiber Channel (fNIC) drivers are updated on your
system for compatibility between the virtual interface cards (VIC) and the
VMware release.

Set up shared storage

If you are not configuring shared storage, skip this procedure. If you are
configuring access to shared storage for Cisco UCS B-Series and C-Series
servers, complete the appropriate option:

The first option shows how to set up your server for iISCSI storage array
access.

The second option shows how to set up storage for a Fibre Channel or
FCoE attached storage array. A Cisco UCS B-Series server, which may
be running as a diskless server, requires this procedure for SAN boot
as well as centralized storage for any VMs running on the server. The
Cisco UCS C-Series servers doing local boot can still use this proce-
dure for setting up shared storage for the VMs running on the server.

Option 1. Using iSCSI storage
Successful deployment of an iISCSI storage target requires that:
- AVMkernel interface exists with a valid IP address.
The interface is enabled for the ESXi host.
The iSCSl initiator is configured.
The iISCSI VLAN is enabled on the data center core, and the VLAN is

allowed on the switch ports connected to the initiator and target devices.

The iSCSI target is configured and reachable.

The VMkernel interface has an IP address on the ESXi host itself. The
interface implements the iISCSI protocol in software for the ESXi host.

This allows for datastores to be created with iISCSI storage. After the iISCSI
connectivity is established to the storage array, a new datastore can be
added.
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@ Reader Tip

The VMware best practice is to have a separate VLAN for the
VMkernel interface.

Step 1: Using vSphere Client, establish a connection to the ESXi host.

Step 2: In the work pane, click the Configuration tab, and then in the
Hardware pane, click Networking.

Step 3: Click Add Networking. This starts the Add Network Wizard.
Step 4: On the Connection Type page, select VMkernel.
Step 5: On the Network Access page, select the appropriate vSwitch that

will carry iISCSI traffic, and then click Next. This procedure uses the vSwitch
that was created in the previous Procedure 1 “Run the Add Network Wizard.”

] add Network Wizard _[Of
¥Mkernel - Network Access
The Y¥Mkernel reaches networks through uplink adapters attached to vSphere standard switches,
Connection Type. Select which wSphere standard switch will handle the networls traffic For this connection, You may also create a new
Network Access wSphere standard switch using the unclaimed netwark adapters listed belaw,
Connection Settings Intel Corporation 1350 Gigabit Network Lonnection ;I
Summary = B8 vmnici Dawn Mone
 Use vSwitcho Speed Metworks
Intel Corporation I350 Gigabit Network Connection
[ B vmrico 1000 Full 0.0.0.,1-255,255,255.254
' Use ySwitchl Spesd Metwarks
Cisco Systems Inc Cisco ¥IC Ethernet NIC
7 B vmricz 10000 Fdl 10.4.57.1-10,4.57.127
F B vmrics 10000 Full 10.4.57.1-10.4.57.127
-
Preview:
Uhlkermel Port Physical Adapters
WMkernel g ER wmnic2
Virtual Machine Pott Group E& vonic3
Servers_1
WLAM ID: 145
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Step 6: On the Connection Settings page, enter a name for the Network
Label, and in VLAN ID, enter 162 for the VMkernel port that will be used
to service iISCSI, network attached storage, or network file server traffic.
Ensure that all check boxes are cleared, and then click Next.

(%% Add Network Wizard = 0]]

¥Mkernel - Connection Settings
Use network labels to identify WWkernel connections while managing your hosts and datacenters,

Connection Type Port Group Properties
Metwork Access
= Connection Settings Metwork Label: IiSCSI
IP Settings
WLAM ID (Optional):
Sy (Optional) |162\ =]

[ Use this port group For ¥Mation
[ Use this port group For Faulk Tolerance logging

I™ Use this port group For management traffic

Preview:
WM kermel Paott Phrysical Adapters
1551 g B vmnicz
YLAM ID: 162 ER vmnic3

Wirtual Machine Port Group
Servers_1

WLAM ID: 148

Step 7: On the IP Settings page, enter an IP address (Example: 10.4.62.81)
and proper subnet mask for the iISCSI interface for this ESXi host, and then
click Next. This deployment guide uses VLAN 162 and IP subnet 10.4.62.X
for ISCSI connectivity.

! Add Network Wizard =[Olx]

¥Mkernel - IP Connection Settings
Specify ¥Mkernel [P settings

Conneckion Type

' Obtain IP settings automatically
Network Access

'+ |Jse the Following IP settings:

[ Connection Settings
IP Settings 1P Address: o, 4 82 .8
Summary
Subnet Mask: 255 . 255 255 . 0|
Wikernel Defaulk Gateway: o, 4 .63 , 1 Edit...
Preview:
Ahkemel Part Phusical Adapters
i5CSL . BB vmnic2
10.4.62.81 | WLAMN It 162 E@ vmnic3

Wirtual Machine Port Graup
Servers_1

WLAN ID; 148

Step 8: On the Summary page, click Next, and then click Finish.
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Step 9: Select Configuration > Storage Adapter > Add, and then in the
Add Storage Adapter window, select Add Software iSCSI Adapter. In the
Software iISCSI Adapter window, select OK.

If you use hardware-accelerated iSCS| adapters, the iSCSI
adapter will appear on the list of storage adapters available for
configuration. The remaining steps are the same for both software
and hardware iISCSI| adapters.

Step 10: Select the ISCSI Adapter, and then click Properties.

iSCSI Software Adapter
{5 iSCSI Software Adapter iSC5I

Details

Propetties, ..
Model:
iSCSI Name:
iSCSI Alias:
Connected Targets: Devices: Paths:

The iISCSI Initiator Properties dialog box appears.
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Step 11: Onthe iISCSI Initiator Properties dialog box, click Configure. Step 12: Select the Enabled check box, and then click OK.

[ iSCSI Initiator (iSCSI Software Adapter) Properties it General Properties
General | Crynamic Discovery | Skatic Discovery I iSCSI Properties
—isCal Properties 1551 Mame: I

Marne:
i5CST Alias: |

Alias:

Target discovery methods:

d ¥ Status

¥ Enabled

—Software Initiatar Properties

Stakus: Disabled

Ik Zancel Help
CHAF., .. advanced, .. Configure. .. |

The iISCSI name self-creates. If you need to change the name for your setup,
click Configure again and edit the name.

Close Help
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Step 13: Click the Dynamic Discovery tab, and then click Add.

ET,J i9CSI Initiator {(¥mhba35) Properties

"General Dynamic Discovery | skatic Discovery I

send Targets

Discower (SCSI kargets dynamically From the Following locations (IPw4, host name):

iSIC5I Server Locakion

Add... Remave | Settings...l

Close |

Help |

A
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Step 14: Enter the IP address of your iSCSI target array and verify that the
port matches the array configuration, and then click OK.

(= Add Send Target Server
iSCSI Server: 10.4.62.10
Part: |32Eu|:|
Parent:

Authentication may need to be configured before a session can
@ be established with any discovered targets.

CHAP... | fdyvanced. .,

(4 Cancel | Help

Step 15: On the properties window, click Close.

Step 16: When you are prompted to rescan the iISCSI software adapter,
click Yes.

Step 17: If your array is properly masked for your ESXi host, after the scan
is complete, your new iISCSI LUN is available, and you can add it as a datas-
tore. For more information about adding a datastore, see the next procedure,
Procedure 2, “Add a datastore to ESXi hosts.”

If the storage array is not properly masked, you will not see the new storage.
If this is the case, verify the mask settings on the storage array.
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Option 2. Using Fibre Channel or FCoE storage

This procedure sets up access to shared storage for Cisco UCS B-Series
and C-Series servers for a Fibre Channel or FCoE attached storage array.

The Cisco UCS B-Series servers, which may be running as diskless servers,

require this procedure for SAN boot as well as centralized storage for any
VMs running on the server. The Cisco UCS C-Series servers doing local
boot can use this procedure for setting up shared storage for the VMs
running on the server.

VMware ESXi supports most Fibre Channel adapters. To verify support for
your adapters, see the VMware Compatibility Guide at the following URL:
http://www.vmware.com/resources/compatibility/search.php

Before you can add Fibre Channel storage, you must have prepared the
network and storage array for the Fibre Channel target by completing
Procedure 1 “Configure a storage array.”

Also, FCoE vHBA and storage connectivity must have been deployed on
the server as detailed in the Cisco SBA—Data Center Unified Computing
System Deployment Guide.

Step 1: InvSphere Client, in the Host and Clusters tree, select the ESXi
host, and then click the Configuration tab.

Step 2: In the Hardware pane, click Storage Adapters, and then note the
World Wide Node Name and World Wide Port Name of the HBAs. You must
properly zone and mask the ports and their corresponding World Wide
Names to your particular array by following Procedure 2 “Configure SAN
zones” of the Process “Preparing the Environment for Server Access to
SAN.”
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O\  Reader Tip

For more information on configuring a SAN or storage array, see
the Data Center Deployment Guide and the NetApp Storage
Deployment Guide.

Hardwarg Storage Adapters add Remove: Refresh  Rescan all...

Device [ Type 2D |
MegaRAID SAS Fusion Controller
@ vmhbaz sl
Cisco VIC FCoE HBA Driver
[ @ vmhbao Fibre Channel 10:00:Fe 99,47 24F L af 200 99T 2L |
@ vmhbal Fibre Channel 10:00:Fc:99:47:246F 1150 20:00:Fc: 99447129 L1

Health Status

Details

vmhba0
Model:  Cisco YIC FCOE HBA Driver
W 10000:Fe99:47:24F114F 20000:Fei99:47:241F 14
Targets: 2 Devices: 1 Paths: 2

Securi
Host Cache Configuration

System Resource Allocation Wiew: | Devices Paths

Agent WM Seftings
Advanced Settings

ime | Runtime Hame | Operational State | LUN | Type Drive Type | Transport | Capacity | Owne
GC Fibre Channel Disk (naa, 6006, vmhba®iCOTOIL0  Mourted 0 disk Hon-33D Fibre Channel 300006 WHP

Step 3: After you have properly zoned and masked the Fibre Channel HBA,
select Rescan.

After the scan is complete, your new Fibre Channel LUN is available, and
you can add it as a datastore in the same manner as local storage. For more
information, see the next procedure, Procedure 2, “Add a datastore to ESXi
hosts.”

Add a datastore to ESXi hosts

In this procedure, you will add storage for the virtual machines and other
system files to use. The storage can be a disk drive physically located on the
server, or it can be a disk or LUN located on a shared storage array.

Step 1: Using vSphere Client, log in to the ESXi host.

Step 2: On the Configuration tab, in the Hardware pane, click Storage.
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Step 3: If your ESXi host does not have a provisioned virtual machine file
system (VMFS), in main window, in the “The VMware ESX Server does not
have persistent storage” message, click Click here to create a datastore.

If your system already has persistent storage configured, you can use this
procedure to add additional storage to the ESXi datastore.

scodocal ¥Mware ESXi, 5.0.0, 623860 | Evaluation (60 days remaining)

The ESXi host does not have persistent storage.
To run virtual machines, create at least one datastore For maintaining virtual machines and other system files,

Hoke: IF you plan ko us i5CST or & network file system (NFS), ensure that your starage adapters and network connections ars properly configured before continuing.

Ta add storage now, cick here b create a datastore. .

Hardware View: [Datastores Devices
Health Status Datastores Refrssh  Delste  Add Storags...  Rescan Al
Processors Tdentification o | Device Drive Type Capacity | Free | Type | Last Update | Hard
Memory

v Storage
Metwarking

Storage Adspters
Metwark Adspters
Advanced Settings

Power Management q | |

Step 4: In the Add Storage wizard, select Disk/LUN, and then click Next.

%] add storage _ (O] x|

Select Storage Type
Specify if you want to Format a new volume or use a shared folder over the network,

El Disk/LUN Storage Type
Select Disk/LUMN
File Swskem Yersian
Current Disk Layout
Properties
Formatting " Metwork File System
Ready to Complete Chanose this aption if you want to create a Mebwaork File System.

* Disk/LUN
Create a datastore on a Fibre Channel, iSCS1, or local SCSI disk, or mount an existing YMFS valume,

Adding a datastore on Fibre Channel or iSCSI will add this datastare ko all hosts that have access
to the storage media.
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Step 5: On the Select Disk/LUN page, select the local disk or shared
storage LUN, and then click Next. This list provides all data storage available
to the ESXi host, including local hard disks installed in the machine and any
remote data storage available to the host.

When iSCSI or Fibre Channel storage is configured, their LUNs
appear in the list on the Select Disk/LUN page, as illustrated in
Figure 10.

Figure 9 - Local disk drive

|Jv_T,J Add Storage M=l 3

Select Disk/LUN
Select a LUM to create a datastore or expand the current one

& Disk/LUN ) Mame, Identifier, Path ID, LUK, Capacity, Expandable or WMFS Label c... = I Clear
Select Disk/LUN

File System ersion Narne | Path 1D | Lum | Drive Type | Capacity |

Current Disk Layout Local LSI Disk (naa. 6006055005061, wmhbaz:c2:To:L0 O Non-550 557.86 GB

Properties

Formatting
Ready to Complete

Figure 10 - Shared iSCSI and Fibre Channel LUNs

::L'-T:E Add Storage

Select Disk/LUN
Select a LUM to create a datastore or expand the current one

B DiskiLLN R Mame, Identifier, Path ID, LUM, Capacity, Expandable or YMFS Label c... = Clear
Select Disk,/LUN
Current Disk Layout Harme | Path 1D [LUN » | Capacty | YMFSLabel | Harc
Properties METAPF i5C51 Disk (nas.60a980006.,,  iqn.1992-08.com.... 10 10,00 GB Urks
Formeting METAPP Fibre Channel Disk (naa.60..,  vmhbaZ:CO:TOILID 10 74,80 &6 Unks

Ready to Complete
% P METAPP Fibre Channel Disk {naa.60...  wmhbaz:CO:TOiL14 14 5.00 GE Supp
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Step 6: On the File System Version page, select VMFS-5 or VMFS-3.
Hosts running ESXi 4.x will not be able to access VMFS-5 datastores. Unlike
VMFS-3, VMFS-5 uses standard 1 MB file system block size with support of
2 TB+ virtual disks.

RN  Reader Tip

For more information on vSphere 5 VMFS datastores see:
http://pubs.vmware.com/vsphere-50/index.jsp?topic=%2Fcom.
vmware.vsphere.storage.doc_50%2FGUID-3CC7078E-9C30-402C-
B2E1-2542BEEG7E8F.html

7 Add Storage =] 3

File System Yersion
Specify the version of the WMFS For the datastore

B DiskfLLN File: System Version
Select Disk/LLIN & VMES5

File System Yersion
Current Disk Layaut
Properties
Formatting

Ready to Complete

Select this option to enable additional capabilities, such as 2TE+ support,
WMFS-5 is not supported by hosts with an ES% version older than 5.0,

 VMFS-32
Select this option if the datastore will be accessed by legacy hosts.
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Step 7: Review the disk capacity and partition information, and then click
Next.

7 Add Storage =] B3

Current Disk Layout
‘ou can partition and Farmat the entire device, all free space, or a single black of free space.

=1 DiskiLUR Review the current disk layout:
Silect Disk/LLIN
File Swskem Yersion Device Drive Type Caparcity Available LU
Current Disk Layout Local LSI Disk. {naa. 600605000, Mon-550 557.86 GB 557.86 GB 0
Properties Location
Farmatting Turnfsjdevices)disks/naa. A00605b005001 2501 84d115F096b5EFE
Ready to Complete Partition Format
Unikniown

The hard disk is blank.

There is only one layaut configuration available, Use the Next button to proceed with the ather wizard
pages.

A partition will be created and used

Step 8: Enter a datastore name, and then click Next.

Use a descriptive name for the datastore, to help you identify
which datastore is which when you add more of them.

' Add Storage 9[=1 E3

Properties
Specify the properties for the datatore

] DiskiLun Enter & datastore name
Select DiskiLUM
File Swstem Yersion ’]C220M3-2-5t0r3g3|
Current Disk Layouk
Properties
Formatting
Ready to Complete
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Step 9: On the Disk/LUN Formatting page, accept the defaults by clicking
Next. This formats the maximum available space in the disk.

|J-_-T.J Add Storage =] B3
Disk /LUN - Formatting
Specify the maximum file size and capacity of the datastore C reat| n g 3 Vl rtua | M ac h | ne

S Dkl Capacity 1. Run the Create Virtual Machine wizard
i::;;z':mﬁ:smn ¢ Maximum available space
C4y_urrent. Disk Layout " Custom space setting
:ﬁr::ﬁsing |55?,35 3: GB of 557,86 GB available space

Ready to Complete

Edit virtual machine settings

Install a guest operating system

> WD

Install VMware tools

Step 10: Click Finish. The Add Storage wizard is completed.

T — Wi 3 With ESXi installed, vSphere Client installed and connected, and the

Ready to Complete datastore created, it is now time to create a virtual machine. This first virtual
Review the disk layout and click Fiish to add storage machine will support vSphere vCenter. This requires a 64-bit operating

system. For this example, Windows Server 2008 64-bit is used.

Bl DiskfLUN Disk layout:
Select DiskiLUM
File System Version Device Drive Type Capacity LLIN
Current Disk Layout Local LSI Disk (naa.600605b0050,,,  Mon-350 557.86 GB 0 . R N
Propsrties Location Procedure 1 Run the Create Virtual Machine wizard
Formatting fvmfs/devicesidisksinaa, 600605b00S0b1280154d1 15F096bSEF 6
Ready to Complete Fartition Format
GPT
i i . Step 1: In vSphere Client, on the Getting Started tab, click Create a new
Primary Partitions Capaciky . .
VMES (Local LST Disk (naa 600605, . 557.36 GB virtual machine.
. test-c2Z20m3-1.cisco.local ¥Mware ESXi, 5.0.0, 623860 | Evaluation (59 days remaining}
File system:
Getting Starked irkual Machin ion . Performance
Properties

Datastare name: C2Z0M3-2-Storage
What Is a Host?
Formatting
File system: wrmfs-5
Block size: 1 ME
Maximum File size: 2,00 TE

A nost is a computer that uses virtualization software, such Virtual Machines A
as ESX or ESX, to run virtual machines. Hosts provide the !
CPU and memory resources that virtual machines use and
give virtual machines access to storage and network
connectivity.

You can add a virtual machine to a host by creating a new
one or by deploying a virtual appliance.

The easiest way to add a virtual machine is to deploy a
virtual appliance. A virtual appliance is a pre-built virtual
machine with an operating system and software already
installed. A new virtual machine will need an operating
system installed on it. such as Windows or Linux.

Basic Tasks
5 Deploy from VA Marketplace

&t Create a new virtual machine
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Step 2: On the Configuration page, select Typical, and then click Next.
Step 3: Name the virtual machine, and then click Next.

Step 4: Select the datastore created previously, and then click Next.

(%] Create New Yirtual Machine S [=] B3

Storage virtual Machine Yersion: &
Select a destination storage For the virtual machine files

Configuration Select a destination storage For the virtual machine files:

Mame and Location - — = =
Storage Marne | Drive Type | Capacity | Provisioned | Free | Tvpe | Thin Provw
Guest Operating System a C220M3-2-5ka...  Mon-350 557,75 GB 973.00 MB 556,80 GB  WMFSS Supparte
Metwork

Create a Disk
Ready to Complete

Step 5: Select the guest operating system for the virtual machine, and then
click Next.

[%] Create New Yirtual Machine S [=] B

Guest Operating System
Specify the guest operating system to use with this virtual machine

virtual Machine Yersion: &

Configuration

Mame and Location Guesk Cperating Syskem:

torage & windows
Guest Operating System it
Metwork W
Create a Disk " Other

Ready to Complete

‘ersion:

Identifying the guest operating system here allows the wizard to provide the appropriate defaults For
the operating system installation.

Be careful that you select the correct operating system (64-bit,
32-bit, etc.) because this aligns the data partitions for the operat-
ing system for optimum efficiency. If you install a different operat-
ing system than what was selected, performance issues can arise.
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Step 6: On the Network page, enter the following, and then click Next:

How many NICs do you want to connect?—1

NIC 1—Servers_1

Adapter—E1000
Depending on the guest operating system that is being installed, a choice
of adapter types for each virtual NIC might not be available. If more than one

type of adapter is supported, the recommended type for the guest operat-
ing system is selected by default.

(%] Create New Yirtual Machine S [=] B3

Network virtual Machine Yersion: &
‘which network connections will be used by the virtual machine?

Configuration —Create Network Connections
Mame and Location
Storage How many MICs do wou want to connect? =
Guest Operating Systern
Network

Create a Disk

Ready to Complete
NIC 1: [servers_t =] |E1000 x ~

Connect at
Tetwark, Adapter Power On

If supported by this virtual machine version, more than 4 NICs can be added after the
virtual machine is created, via its Edit Settings dialog.

Adapter choice can affect both networking performance and migration compatibility, Consult
the Viware KnowledgeBase For more information on choosing among the network adapters
supported For warious guest operating systems and hosts.

c Reader Tip

For more information regarding adapter type selection see:
http://kb.vmware.com/selfservice/microsites/search.
do?language=en_US&cmd=displayKC&externalld=1001805

Deployment Details


http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1001805
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1001805

Step 7: On the Create a Disk page, enter a virtual disk size, select a disk
format option, and then click Next.

In the following figure, the default disk size of 40 Gb is used. The example
uses thin provisioning in order to conserve actual datastore used versus
what is provisioned

Select the disk format according to your requirement

= Thick Provision Lazy Zeroed—Space required for the virtual disk is
allocated during virtual machine creation. Any data remaining on the
physical device is not erased during creation, but it is zeroed out on
demand at a later time on first write from the virtual machine.

= Thick Provision Eager Zeroed—Space required for the virtual disk is
allocated at creation time. Any data remaining on the physical device is
zeroed out during virtual machine creation. It might take much longer to
create disks in this format than to create other types of disks.

= Thin Provision—VMware VMFS starts with a small provisioned disk
space on the storage system and then increases the disk space as the
system requires more storage.

Ensure that the disk size matches your operating system require-
ments and does not exceed the available datastore.

Create a Disk Virtual Machine Yersion: &
Specify the virtual disk size and provisioning policy

Configuration Datastore: IC220M3-2-Storage
Mame and Location
Storage «

Available space (GE): I 556.5
Guest Operating Svstem pace (B}
Mebwork ) B o =

virtual disk size: I 3. =
Create a Disk 0 GB

Ready to Complete " Thick Provision Lazy Zeroed

= Thick Provision Eager Zeroed

& Thin Provision
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Step 8: On the Ready to Complete page, r
click Finish. The virtual machine is created.

(%] Create New Yirtual Machine

Ready to Complete
Click Finish to start a kask that will create the new virtual machine

eview the information, and then

I [=] B3

virtual Machine Yersion: &

Configuration ) Settings for the new virtual machine:
2750“:: Z”d Lowaton Name: Test-Winz008-1
Gusst Operating Sstem HostjCluster: test-c220m3-1.cisco.local
Hebwark Datastore: C220M3-2-Skorage
Create a Disk Guest 05 Microsoft \Windows Server 2008 R2 (64-bit)
Ready to Complete MICs: 1
MIC 1 Metwork: Servers_1
MIC 1 Type: E1000
Disk provisioning: Thin Provision
Wirtual Disk Size: 40 GB

hine settings

In this procedure, you can configure settings for the virtual machine that
were not available in the Create New Virtual Machine wizard, such as
memory and the number of dedicated CPUs.

Step 1: In vSphere Client, in the tree, select the newly created virtual
machine, and then on the General tab, click Edit virtual machine settings.

What is a Virtual Machine?

physical computer, runs an operating system and

machine is called a guest operating system.

Because every virtual machine is an isolated comp

consolidate server applications.

Wirtual machines run on hosts. The same host can
many virtual machines.

Basic Tasks
[+ Power on the virtual machine

3 Edit virtual machine settings

Getting Started N0 cation | Performanct

Avirtual machine is a software computer that, like a Virtual Machines

applications. An operating system installed on a virtual &

environment, you can use virtual machines as desktop or
workstation environments, as testing environments, or to

uting Q

S
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Step 2: On the Virtual Machine Properties dialog box, click the Hardware
tab, and then make any necessary modifications to the hardware parameters
listed.

[ Test-Winz008-1 - ¥irtual Machine Properties M[=] &3
Hardware |Optign5 | Resources | Wirtual Machine Yersion: 8
—Memory Configuration
™ Show All Devices Add... | Femoye |
1011 GB Memoty Size: I 43: I GB 'l
Hardware | Summary | 1z g
Maximum recommended For this
M Memory SMEB G < guest 05: 1011 GB.
256 GE H
d crus 1
) . Maxirnum recommended For best
I;I Wideo card Wideo card 128 GE - petformance: 65508 ME.
S WMCldevice REStrICt_Ed 64 GB[al Default recommended For this
@ 5cs1controller 0 LSI Logic 545 <l guest 05! 4 GB.
S Harddisk1 Yirtual Disk 32 G Minimum recommended For this
% CD{DVD drive 1 Client Device 16 celd < guest 05: 512 ME.
BB Mebwork adapter 1 Servers_1
é Floppy drive 1 Client Device 8GBH
4 5B =
2EEH
1GEH
512 MB—==1
256 MEH
125 MEH
64 MEH
32 MEH
16 MEH
S MBH
4 ME 4
Help | Ok | Cancel
Y

For this procedure, an ISO image is present on the disk drive of the local
machine running vSphere Client. In such cases, you must power on the
virtual machine before you can attach a disk or start the installation.

Step 1: Inthe vSphere Client, in the tree, select your virtual machine, and

then in the toolbar, click Launch Virtual Machine Console. A separate
console window opens.

B @ @
T rch vt Mchine Consale

A Console tab appears in the work pane when the virtual machine
is highlighted in the navigation pane. This is the same console,
just in a smaller window.

Step 2: Press the Play button (green triangle).

Step 3: Click the CD/DVD icon in the toolbar, choose Connect to ISO
image on local disk, and then specify the appropriate image.

Step 3: When you are finished editing the parameters, click OK.

Install a guest operating system

Now the virtual machine is ready for its guest operating system. There are
several ways to connect to the installation media for the operating system:

DVD local to the ESXi host

DVD mounted on your local vSphere Client host

ISO image on a ESXi datastore

ISO image is present on the local disk drive of the vSphere Client host

February 2013 Series

(%! Test-WinZ008-1 on test-c220m3-1.ciscolocal

File ‘iew WM
ulp 8B & B P e
Cennect to

Network boot from Intel E1888
Copyright (C) 2883-28088 UMware, Inc.
Copyright (C) 1997-288H Intel Corporat JeniEang g oo

Connect ta IS0 image on local disk...

Connect ko IS0 image on a datastare. ..
CLIENT MAC ADDR: 88 BC 29 §3 DE 7A GUIICSOOREONO roIT roir oorr 4/EGHBE3DE7A

PXE-E51: No DHCP or proxyDHCP offers were received.

PXE-MBF: Exiting Intel PXE ROM.
Operating System not found
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To regain control of the mouse from a console window, press
Ctrl-Alt, and the mouse will be released.

Step 4: Click the VM tab, navigate to Guest, and then click Send
Ctrl+Alt+Del. The virtual machine reboots to the attached ISO file.

The Install Windows dialog box for Windows 2008 is shown in the following
figure. Other operating system installations work similarly; Windows Server
2008 was chosen arbitrarily.

7l Test-WinZ008-1 on test-c220m3-1.cisco.local 1M [=1 3
Fie Wiew WM

uler 2|6 G0 @ #

% Install Windows

= /

—
Windows Server-oog

Language to install: [Englizh
Al SRR SR B ) English (United States)

" Keyboard or input method: [T
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Install VMware tools

VMware tools greatly enhance graphics and mouse performance in the
virtual machine console. VMware tools also help with power-up and power-
down of virtual machines from vSphere Client. When the operating system
installation is complete, you can install VMware tools.

Step 1: In vSphere Client, in the tree, right-click the virtual machine, and
then choose Guest > Install/Upgrade VMware Tools.

Pouer LY
| Guest r | Answer Queskion. ..

Snapshat » Enter Full Screen (Ckrl+AlE+Enter)
E Open Cansale Send Chrl+al+del
@ Edit Settings. .. | InstallfUpgrade Yiware Tools

ESXi now installs the VMware tools on the host operating system by mount-
ing the tools to the operating system as an attached disk. The operating
system, whether it is Windows, Red Hat, or any other supported operating
system, then initiates installation and prompts the user to install the tools.
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Step 2: Follow the prompts.

Figure 11 - Tools install prompt in Windows Server 2008

o aucoray
DVD Drive (D:) VMware Tools

[T Always do this for software and games:

lun setups4
‘ublished by YMware, Inc,

General options

Open folder to view files
* using Windows Explorer

View more AutoPlay options in Control Panel

Install or run program from your media

=10 x]

Make sure to update VMware tools after each ESXi upgrade.
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Installing and Configuring VMware vCenter Server

1. Install VMware vCenter Server
Create a data center

Create a cluster

Add an ESXi server to the data center

License vCenter

o o s ® N

License ESXi hosts

Previous sections described how to manage a single server with vSphere
Client connected directly to the ESXi host. In order to manage multiple serv-
ers running ESXi and get the other features like vMotion, DRS, high availabil-
ity, vSphere distributed switches, vSphere Update Manager, or VMware Fault
Tolerance, you must set up vCenter Server and configure it accordingly.

In order to install vCenter Server, on the target system, you must do the
following:

Use a 64-bit operating system
- Assign a static IP address
Configure a computer hostname of no more than 15 characters

Register the host in DNS as a fully qualified domain name that matches
the computer hostname

Ensure that the host is resolvable with a name server lookup

Join the vCenter Server to a domain controller

Make sure that the domain user account has the following permissions:
o |s amember of the Administrators group

o Acts as part of the operating system

o Logsonasaservice

Deployment Details



@ Reader Tip

For more information on vCenter Server prerequisites, see the
following:
http://pubs.vmware.com/vsphere-50/index.jsp?topic=%2Fcom.
vmware.vsphere.install.doc_50%2FGUID-C6AF2766-1AD0-41FD-
B591-76D37DDB281F.html

vCenter Server offers core services in the following areas:
Host and VM configuration
Virtual machine provisioning
Virtual machine inventory management
Resource management of ESXi hosts and VMs
Scheduling tasks
Statistics and logging
Alarms and event management

Install VMware vCenter Server

Step 1: Using operating-system administrative tools, add the user who
will own the vCenter process. For this example, the Windows user vCenter
owner was added with administrator privileges.

To function properly, vCenter Server 4.1 and later requires a
64-bit operating system.

Step 2: Obtain the vCenter Server image (from a disc, ISO, download, etc))
and copy it to your server.
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Step 3: Unzip the vCenter image on the new virtual machine you created in
the previous process, “Creating a Virtual Machine.”

Step 4: Run the VMware vCenter Installer. The following screen appears.

vmware

VMware vSphere* 5.0
Wi roduct Installers

vCenter Sener™

s

vCenter Server™

yCenter Server™ manages datacenter access control,
performance monitoring, and configuration, and unifies
d to be shared among
To join the
er™ instances:
Install button
and select Modify Linked Mode Configuration.

Prerequisites:

shere Client™

Wiviware vSphere® Web Client (S

! ng
\ware vSphere® Update Manager g omplet

port
Wiviware ESXI™ Dump Collector
Wiviware® Syslog Collector
Whiware® Auto Deploy 0 important:
Wiviware vSphere® Authentication Proxy New improvements in license reporting require
Utility installation of the VMware vSphere® Web Client.

vCenter™ Host Agent Pre-Upgrade Checker

Install

Step 5: Click vCenter Server. The VMware vCenter Server wizard starts.
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Step 6: Follow the instructions in the wizard. Note the following:

On the Customer Information page, enter your username and organiza-
tion, and then click Next. This installation uses an evaluation mode
license, which is valid for 60 days. If a valid license came with a purchase
of vCenter, it can be entered now or after the installation.

i-.% ¥YMware vCenter Server

Customer Information ]
Please enter your information. &

On the Database Options page, choose an ODBC data source for
vCenter Server, and then click Next.

i'-.E‘ ¥Mware ¥yCenter Server X

Database Options j
Select an ODBC data source For wCenter Server, L

User Mame:

|sEA

Qrganization:

Iciscu:u

License key:
fi

MNote: If you do not enter a license key, ¥Center Server will be installed in
evaluation mode.

Instalshield

< Back | Mext = I Cancel

w_enker Server requires a dakabase.

f+ Install a Microsoft SQL Server 2008 Express instance (For small scale deployments)

" Use an existing supported database

Data Source Mame (DSh): I (Please create a 64 bit swstemn DSM) j

MOTE: There is no DSM which can be used. ¥Mware vCenter Server requires a 64 bit
system DS with supported bvpes of databases and versions of drivers,

InskallShield

< Back | Mext = I Cancel
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Many customers purchase their own SQL database for this use.
This example uses Microsoft SQL Server 2008 Express, which
is included in the vCenter software package and is only suited
for smaller VMware environments. For larger implementations,
other databases are supported. Refer to the VMware website for
specific information on database sizing.
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On the vCenter Server Service page, the best practice is for you to
clear the Use System Account check box and create a separate user
account—specifically for vCenter—with proper services privileges.
Click Next.

On the vCenter Server Linked Mode Options page, for this example,
select Create a standalone VMware vCenter Server instance, and
then click Next.

i'-E!rI' ¥Mware ¥Center Server

vLenter Server Service

Enter the wZenter Server service account information, '

i'é'n ¥Mware vCenter Server

vCenter Server Linked Mode Options

Install this YMware wCenter Server instance in linked mode or skandalone mode,

Configure the wZenter Server service ko run in the S¥STEM account of in a user-specified
account in the domain,

[T Use SY¥STEM Account

Account narme: |au:|ministratu:ur

Account passward; | Y

Fully Cualified Domain Mame: |vCenter-1 cisco.local

SECURITY ACYISORY: The viCenter Server installer grants the "Log on as a service" right:
to user-specified accounts,

InskallShield

< Back | Mext = I Cancel

To configure linked mode, install the First wCenter Server instance in standalone mode, Install
subsequent wCenter Server instances in linked mode.

{* Create a standalone ¥Mware yCenter Server instance

se this option For standalone mode or For the First wCenter Server installakion when wou
are Forming a new linked mode group.

Join a ¥Mware vCenter Server group using linked mode to share
information

Ise this option For the second and subseguent wCenter Server installations when you
are Forming a linked mode group.

InskallShield

< Back | Mext = I Cancel
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If vCenter services need to run on different ports for security or policy - If you want to use the default inventory service ports, on the Configure

reasons, on the Configure Ports page, enter the appropriate ports, and Ports for Inventory Service page, accept the defaults, and then click
then click Next. Next.
If the services can run on the default ports, click Next. If you want to select the inventory service ports, enter the port numbers,
and then click Next.
i'.‘% ¥Mware vLCenter Server E
Configure Ports = i'-.a ¥Mware ¥yCenkter Server E
Enter the connection infarmation for v Cenker Server, ! ) Configure Ports for Inventory Service ’ {_
Enter port numbers For Inventory Service,
HTTPS Park:

HTTPS Park:

HITP Port:

aervice Management Pork: Immg
Linked Mode Communication Park: |1|;|111

Heartbeat Port (DR

]
-

m] | @] o] o -
o| B O = .
[ oy o0 (]
frall O

Irs)

‘eh Services HTTP Port:
‘\Weh Services HTTPS Part:

Web Services Change Service Motification Port:

LDF'-F' Park: 589
S5L Part: 556
InistallShield

< Back. | Mext = I Cancel Inistallshield

< Back | Mext = I Cancel
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Select the size of your deployment. In this example, the Inventory Size is
Small, because the deployment has less than 100 hosts. Click Next.

i'-;‘ ¥Mware vCenter Server
vCenter Server J¥YM Memory F I'_'
Select viZenker Server \Web services VM memory configuration. =

To optimally configure your deplovment, please select which wCenter Server configuration
best describes wour setup.

Inventary Size Maxirmum Memarsy

& Small {less than 100 hosts or 1000 virkoal

machines) 1024 M
Mediurn {100-400 hosts or 1000-4000 wirtual

machines) 2048 MB
Large {mare than 400 hosts or 4000 wirtual

machines) 3072 ME

InstallShield

< Back | Mext = I Cancel

Step 2: On the Getting Started tab, click Create a datacenter.

%] vCenter-1.cisco.local - vSphere Client

File Edit View Irvertory Administration Plug-ns Help
a E |'E} Home b g7 Inventory b [ Hosts and Clusters
tf B

(2] [wCenter-1 cisco.local

vCenter-1.ciscolocal YMware vCenter Server, 5.0.0, 804277

Getting Started W ers | Virtual Machines | Hosts
close tab
() Create a datacenter Adda hosf Add a virtual machine Complete set-up
Welcome to vCenter Server
You're ready to set up vCenter Server. The first step is
creating a datacenter.
A datacenter contains all inventory objects such as hosts and Virtual Machines

virtual machines. You might need only one datacenter. Large
companies might use multiple datacenters to represent
organizational units in their enterprise

Host™
To get started, click Create a datacenter.
Create a datacenter

Datacenter

Step 3: In the tree, enter a name for the new data center.

E-T,J vLenter-1.cisco.local - ¥Sphere Client

File Edit ‘iew Inventory Administration Plug-ins Help

E @ |E§ Home b gF] Inventory [ [E Hosts and Closters

Continue following the instructions in the wizard, accepting default
values, until it finishes.

Create a data center

Now that vCenter is installed, you must configure it to manage the previously
installed ESXi hosts. To do so, you must first create the data center to which
you will add the ESXi hosts.

Step 1: Start vSphere Client, and then enter the IP address and login
credentials of the newly installed vCenter Server.

February 2013 Series

¢ &
EN entzr-l cisco.local vCenter-1.ciscolocal ¥Mware vCenter Server, 5.0.0, 804277
-1 0l

Getking Started %

tacenter aAddahost Add & virtual machine

You have created a datacenter.

The next step in setting up the vCenter Server is adding a
host to your datacenter. The datacenter must be selecied to
add a host.

== Sclect your newly created datacenter
in the inventory on the left.
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Create a cluster

(Optional)

A cluster is a collection of multiple ESX or ESXi hosts and associated virtual
machines with shared resources and a shared management interface. When
you add an ESX or ESXi host to a cluster, the host’s resources become

part of the cluster's resources. You can further enhance your environment
by enabling features like vSphere high availability (HA) and Distributed
Resource Scheduler (DRS). vSphere HA provides high availability for appli-
cations running in virtual machines. When a server failure occurs, affected
virtual machines are automatically restarted on other servers that have
spare capacity. DRS can provide migration recommendations or can migrate
virtual machines based on continuously monitoring the distribution and
usage of CPU and memory resources on all hosts and virtual machines in a
cluster, resulting in a balanced cluster workload.

Step 1: In the Inventory tree, right-click Datacenter, and then click New
Cluster.

Step 2: In the New Cluster Wizard, on the Cluster Features page, enter an
appropriate name for the cluster, and then click Next.
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You can use turn on vSphere HA or vSphere DRS by selecting
the check boxes next to the feature names. Setting up these
advanced features is not discussed in this guide.

For more information about high availability, please see the
following:
http://www.vmware.com/pdf/vmware_ha_wp.pdf

[ New Cluster Wizard =101 ]

Cluster Features
wWhat fFeatures do yau want ko enable For this cluster?

Cluster Features
Whlware EVC

WM Swapfile Location |10k—SJ|
Ready ta Camplete

—Mame

— Cluster Features

Select the Features you would like to use with this cluster,

™ Turn On vSphere HA

w5phere HA detects Failures and provides rapid recovery for the virtual machines
running within a cluster, Core functionality includes host and virtual machine
monitoring ko minimize downtime when heartbeats cannot be detected.

w3phere HA must be turned on ko use Faulk Tolerance.

™ Turn On vSphere DRS

wSphere DRS enables wCenter Server ko manage hosts as an aggregate pool of
resources. Cluster resources can be divided inka smaller resource poals For users, groups,
and wirtual machines,

wSphere DRS also enables vCenter Server to manage the assignment: of virkual machines
to hosts automatically, suggesting placement when virtual machines are powered on, and
migrating running wirtual machines to balance load and enforce resource allocation
palicies.

vSphere DRS and YMware EVC should be enabled in the cluster in order to permit placing
and migrating ¥Ms with Fault Tolerance turned on, during load balancing.

Help | < Back I Mext = I Cancel |

Step 3: Onthe VMware EVC page, accept the defaults, and then click Next.

Step 4: On the VM Swapfile Location page, accept the defaults, and then
click Next.
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Step 5: On the Ready to Complete page, click Finish. This completes the
creation of a cluster. When a cluster has been created, you can add ESXi
hosts to the cluster by dragging the host into the cluster in the navigation

pane.

\";T,J yCenter-1.ciscolocal - ¥Sphere Client

File Edit Wiew Inventory Administration Plug-ins  Help

ﬁ £y Home b 5] Inventory b Hosts and Cluskers

[ =
= @ wiZenter-1,cisco,local
E : : :
ﬁ 10k-51 Gekking Starked SR S SR e =
Create a datac enter eﬁ.ddahost
Add a host
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Add an ESXi server to the data center

With the data center created, ESXi servers now can be added.

Step 1: On the Getting Started tab, click Add a Host.

Add a host

A hostis a computer that uses virtualization software, such as
E=x or Esx, to run wirtual machines. Adding a host to the
inventary krings it under vCenter SErver managerment.

You need a computer running ESxX or ESX software . If you
don't hawve ESK or ESx software, visit the YiMware Web site
for information about this product.

To add a host, wou need to know the location of the host on
the network and the administrative account (typically
Administrator ar root).

To continue wCenter server setup, click Add a host.
E Add a host
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Step 2: In the Add Host Wizard, enter the name or IP address, username,
and password you configured in Procedure 1"Configure the management

network,” and then click Next.

(= Add Host Wizard

specify Connection Settings

IM[=1 E3

Type in the information used to connect to this host.

Connection Settings
Host Surirnaty

Yirkual Maching Location
Ready to Complete

— Connection

Enter the name or IP address of the host ko add bo wCenter,

Host: test-c220m3-1, cisco,local

— Authorization

Enter the administrative account information for the host, wSphere Client will
use this information to conneck to the hosk and establish a permanent
accaunt Far its operations.

Lsername: Imot

Password: I********l

To have a host appear by name, be sure to add the host into
your DNS and add the host to vCenter by name instead of by IP
address. To change a host after it has been added, you have to
remove it and then add it again.
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Step 3: On the Security Alert message that appears, click Yes. The mes-
sage appears because this is the first time this host has been seen by the

vCenter.

Security Alert E

. Unable to verify the authenticity of the specified host,
! The SHA1 thumbprint of the certificate is:

D F S22 ED8C0E: 93,52 6F 8487 71 3B E3: DR 8 BDe B A D2 7
E

Do o wish ko proceed with connecting arsway?

Choose "Yes" if vou trust the host, The abowve information will
be remembered unkil the host is removed From the inventary,

Chonse "Mo" ba abork connecking ko the hast ak this time,

Yes | Mo I

Step 4: Verify that this is the correct host, and then click Next.

(=] Add Host Wizard

Host Information
Review the product information For the specified host,

IS[=] B3

Connection Settings

‘fou have chosen to add the following host to vCenter:
Host Summary

Assign License Marne: tgst—c220m3-1.cisco.local
Lackdown Mode Yendor: Cisco Systems Inc

. . . Model: LS -C220-M35
irtual Machine Location Yersion; YMurare ESXi 5.0,0 buld-623860

Ready o Complete

Wirtual Machines:
(1 Test-win2008-1
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Step 5: If you have a license to assign to this host, select Assign a new
license key to this host, enter the key, and then click Next.

If you want to add the key later in vCenter, under Evaluation Mode, select No
License Key, and then click Next.

|J--_-T,J Add Host Wizard =]

Assign License
Assign an exisking or a new license key to this host.

Connection Settings
Host Summary £ pssign an existing license key to this host
Assign License
Lockdown Mode

Yirkual Machine Location
Ready to Complete

Product | Awvailable |
= Evaluation Mode
G)| (Mo License Key) |

€ Assign a new license key to this hosk

Enter Key... I |

Produck:  Evaluation Mode
Capacity !

Byailable:

Expires: 1/31/2013
Label:

Step 6: On the Configure Lockdown Mode page, click Next. For this
example, lockdown mode is not used.

Step 7: On the Virtual Machine Location page, select the data center you
created previously, and then click Next. The virtual machine location is
where the machine resides in vCenter.

|J-_-T,J Add Host Wizard _ O

Yirtual Machine Location
Select alocation in the wCenter Server inventory For the host's virtual machines,

Connection Seftings Select a location For this host's virtual machines,
Hosk Surmaty
==L 5 1ok
Assian License =
Lockdown Mode
¥irtual Machine Location
Ready to Complete
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Step 8: On the Ready to Complete page, review the information, and then
click Finish. vCenter is ready to add the ESXi host into its inventory.

(=] Add Host Wizard =]

Ready to Complete
Review the options wou have selected and click Finish ta add the host.

Connection Settings
Hask Summary Rewiew this surmmary and click Finish,

Assign License

Lockdown Mode Host.: test-c220m3.-1.cisco.lqcal
e . Wersion: Wiware ESXi 5.0.0 build-623360
Yirtual Machine Location Nebworks: WM Nebwork
Ready to Complete Servers 1
Dakastores: C220M3-2-5korage
Openfiler{Software)
Lockdown Mode:  Disabled

The wizard is finished. In the vCenter tree, a new host appears under the
data center you created earlier.

License vCenter

If you initially configured vCenter with a license key, skip to the next proce-
dure. If you are using the 60-day default evaluation license, complete this
procedure to license vCenter. Be sure you are using a license for vCenter
and not for ESXIi.

Step 1: On the top menu bar in vCenter, navigate to Administration > vCen-
ter Server Settings.

Administration | Plug-ins  Help

Cuskarn Aktribukes, .,

| wZ_enter Server Settings...

Fole K
Session 4

Edit Message of the Day...

Export Syskern Logs. ..
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Step 2: In the navigation pane, choose Licensing, and in the work pane,
select Assign a new license key to this vCenter Server, and then click
Enter Key.

|J-_-T,J vCenter Server Settings E

Select License Settings
ehere should wCenter look For product licenses?

Licensing —wiZerter License

Statistics

Runtime Settings € Assign an existing license key to this vCenter Server

F'.ct:ve Direckory Product | — |
Mail :

SHMP B Evaluatlo.n Mode

Parts {2 (Mo License Key)

Timeouk Settings

Logging Oplions

Database

Database Retention Policy
551 Settings

Advanced Settings % Assign a new license key ko this vCenter Server

Enter Key... | |

Product:
Capacity:
Arvailable:
Expires:
Label:

— License Server

ES¥ 3.%/ES¥i 3.5 hosts and some wCenter add-ons are licensed using a license server,
Enter the address of the license server to only license ES¥ 3.x/ESxi 5.5 hosts or
vCenter add-ons,

[V Reconfigure ESX 3 hosts using license servers to use this server

Help | o I Cancel

Step 3: Enter the license key (including dashes), and then click OK.

Mew license key: ||

Cptional label For the new license key: I

Ik I Cancel

Step 4: On the vCenter Server Settings dialog box, click OK.
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If you have already licensed the ESXi hosts, skip this procedure. VMware
allows ESXi hosts to run for 60 days on an evaluation license. To run your
host longer, you must acquire and provide a new license key. For more
information, see the VMware documentation. Be sure you are using a license
for ESXi and not for the vCenter.

Step 1: In the main inventory window, select the ESXi host.

Step 2: On the Configuration tab, in the Software list, select Licensed
Features, and then in the upper right corner, click Edit.

test-c220m3-1.cisco.local YMware ESXi, 5.0.0, 623860 | Evaluation {59 days remaining)

Configuration
Hardware Licensed Features
Processors ESX Server License Type Edt.,
Memary
< Praduct: Evaluation Mode
orage: Expires: 1/31/2013

Metworking
Product Features:

Storage Adapters Up ko 32-way virtual SMP

Metwork Adapters wCenter agent for YMware host
: vStarage APLs
Advanced Settings WMsafe
Power Management wSphere HA
Hat-Pluggable wirkual HW
Software wMotion
wSphere FT

vSphere Data Recovery

wshield Zones

Time Configuration waphere DRS

DMS and Routing Storage vMotion

MPIC j Third-Party Multi-Pathing
wSphere Distributed Switch
Pawer Management Host profiles

Remote virtual Serial Port Concentrator
Storage I/C Control

Direct Path vMotion

VAAT

Shared Smart Card Reader

Hast Cache Configuration Storage DRS

Profile-Driven Storage

wMation Metro

Agent WM Settings wSphere Auto Deplay

fdvanced Settings wSphere Yiew Accelerator

v Licensed Features

Authertication Services
Virbual Machine StartupyShutdown
Virtual Machine Swapfile Location

Security Profile

System Resource Allocation
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Step 3: Select Assign a new license key to this host, and then click Enter
Key.

¥ Azzign an existing license key to this host

Product |
= Ewaluation Mode

fvailable |

@| (Mo License Kew)

" Aszzign a new license key to this host

Enter Key... | |

Froduct:  Ewaluation Maode
Capacity:

Avvailable;

E =pires: 1/31/2013
Label:

ak | Cancel

Step 4: Enter the license key (including dashes), and then click OK.

|Jj Add License Key

Mew license key: ||

Cptional label For the new license kew: I

(0] 4 I Cancel

Step 5: On the Assign License dialog box, click OK.
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Step 6: If you want to view the license keys available in the vCenter Server
license inventory, in the vSphere client, select Home > Licensing.

File Edit Wiew Inwentary Administration Plug-ins Help

E |r@ Home [ R administration b G@ Licensing

b} Manage vSphere Licenses

Licensing

Management S slliy ]

viewby: & Product O Licensekey O Asset

Product Assigned | Zapacity | Label Expires
Evaluation Mode 2 Unlirnited
wCenter Server S Standard Linstances 1instances
WMware vSphere 5 Enterprise Plus (unlimited cores per CPU) 40 CPUs 60 CPUs

Installing VMware vSphere Update Manager

1. Install VUM
2. Install vSphere Update Manager plug-in
3. Configure VUM

VMware vSphere Update Manager (VUM) is a tool that streamlines the pro-
cess of scanning and applying patches or upgrades to VMware ESX or ESXi
hosts, virtual machines, and virtual appliances. VUM runs as a plug-in on the
vSphere Client and can be installed on the same server running vCenter
Server or on a different server. VUM downloads patches and updates from
the VMware website; and based on the policies you set up, it can scan and
remediate (update) ESX or ESXi hosts, virtual machines, and templates.
Updating your virtual machines, appliances, and ESX or ESXi hosts can make
your environment more secure. In a later module in this guide, VUM plays an
integral part in installing and updating the Cisco Nexus 1000V distributed
virtual switch.
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In order to install VMware vSphere Update Manager Server, on the target
system, on the target system, you must do the following:

Use a 64-bit operating system
- Assign a static IP address
Configure a computer hostname of no more than 15 characters

Register the host in DNS as a fully qualified domain name that matches
the computer hostname

Ensure that the host is resolvable with a name server lookup

Join the vCenter Server to a domain controller

Make sure that the domain user account has the following permissions:
o |Is amember of the Administrators group

o Acts as part of the operating system

o Logsonasaservice

Before proceeding with this procedure, please visit the VMware website and
review the hardware requirements needed on a system to run VUM. Before
installing VUM, you need to set up Oracle or Microsoft SQL Server database.
VUM uses a database server to store patch metadata. You need to decide
whether to use SQL Server 2008 Express Edition, which is included in the
VMware vCenter media, or SQL Server 2008, or Oracle 10g/11g databases.
The decision depends on how large you plan to scale your environment. For
environments with more than five hosts and 50 virtual machines, create an
Oracle or SQL Server database for VUM.

U Reader Tip

For hardware and software requirements, refer to the VMware
vSphere Update Manager documentation for more information:
http://pubs.vmware.com/vsphere-50/index.jsp?topic=%2Fcom.
vmware.update_manager.doc_50%2FGUID-B5FB88E4-5341-45D4-
ADC3-173922247466.html
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In this procedure, you install VUM on a new VM and use an instance of SQL
Server 2008 Express Edition.

Step 1: Copy the vCenter Server image to your server, unzip the contents,
and then run the VMware vCenter Installer.

Step 2: Under VMware Product Installers, select VMware vSphere Update
Manager.

vmware

VMware vSphere® 5.0

stallers VMware vSphere® Update Manager

WiWware ¥Sphere ™ Update Manager enables centralized,
automated patch and version management for ESX

vSphere Client™ ) ) ) )
E hosts, virtual machines, and virtual appliances.

Wiiware vSphere® Web Client (Server) o
Prerequisites:
Wiiware vSphere® Update Manager

e ESXi™ Dump Collector
Whiware® Syslog Collector
Wiviware® Auto Deploy
Viiware vSphere® Authentication Proxy
Utility

vCenter™ Host Agent Pre-Upgrade Checker

Install
Explore Media Exit

Step 3: Choose the correct language for the installation, and then click OK.

Step 4: On the Welcome to the InstallShield Wizard for VMware vSphere
Update Manager page, click Next.

Step 5: Read and accept the VMware End User License Agreement, and
then click Next.

Step 6: On the Support Information page, leave the default settings, and
then click Next.
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Step 7: Enter the IP address, username, password, and HTTP port of the
vCenter Server instance to which you want to associate this VUM, and then
click Next.

i'.g!,l ¥Mware vSphere Update Manager
vCenter Server Information ’_ 1
Enter wCenter Server location and credentials JJ

Flease provide the necessary information abouk wCenter Server below, YWMware w3phere
Update Manager will need this information to conneck ko the vCenter Server at skarkup,

—WMware vCenter Server Information

IP Address | Mame: HTTP Paork:
|\-'Center—1 Jcisco.local IBIII
Usernarne: Password:

Iadministrator I ssssssnel

InstallShield

< Back | Mext = I Cancel

Step 8: Select Install a Microsoft SQL Server 2008 R2 Express instance
(for small scale deployments), and then click Next.

i'é'n ¥Mware vSphere Update Manager | ]

Database Options r
Select an QODBC daka source For WMware wSphere Update Manager. JJ

YMware w3Iphere Update Manager requires & database.

f+ Install a Microsoft SQL Server 2008 R2 Express instance (For small scale deployments)

™ Use an existing supported database

Diaka Source Mame (DSM): | iFlease create a 32 bit system DSM) j

MOTE: Update Manager requires a 32 hit system DSM with supported types of databases
and wersions of drivers.

InskallShield

< Back | Mext = I Cancel
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Step 9: On the VMware vSphere Update Manager Port Settings page, leave
the default settings, and then click Next.

i'é" ¥Mware ySphere Update Manager E

¥Mware vSphere Update Manager Port Settings

Enter the connection information for Updake Manager

Specify how this ¥Mware w3phere Update Manager should be identified on the network, Please
make sure this IP address or host name can be accessed fram both wCenter Server and hosts.,

Setup will open the ports in firewall if the Windows Firewall/Internet Connection Sharing
service is running on the system.

SOAP Pork: Yeh Port: S50 Port:

IBEIS4 I‘BDS4 I'EIEIST-"

[ *es, I have Internet conmection and I want to configure proxy setbings now,

InskallShield

< Back | Mext = I Cancel

Step 10: On the Destination Folder page, click Next. You are allowed to
specify the directory path where you want to install VUM and store the
patches, but leave it at the default for now.
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Step 11: Click Install.

i'.g!,l ¥Mware ysphere Update Manager | x|

Ready to Install the Program

The wizard is ready to begin inskallation.

Click Install ko begin the inskallation.

IF wou want to review or change any of vour installation settings, click Back. Click Cancel ko
exit the wizard,

InstallShield

< Back | Install I Cancel

Step 12: When the installation is complete, click Finish.

Step 13: From the computer where VUM was installed, run services.msc
from a command prompt, and then click OK. This launches the Services
console.

Step 14: Scroll down to the VMware vSphere Update Manager Service, and
make sure the service is started. If it is not, right-click the VMware vSphere
Update Manager Service, and then click Start.

[Qoervices =lol x|

File Action View Help

T EEEN IEIE

. Services (Local) Name =+ | Description [ Status | StartupType | LogOnas | -
£ VMware Snapshot Provider WMware 5n... Manual Local System
£ VMware Tools Service Provides s...  Started Automatic Local System
£:YMware vSphere Update Manager Service WMware v5... Started Automatic Local System
£+ ¥Mware vSphere Update Manager UFA Ser... VMware Up... Started Manual Local System
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Install vSphere Update Manager plug-in

To manage VUM, you install the vSphere Update Manager Client plug-in for
vSphere Client.

Step 1: Launch vSphere Client, and then connect to your vCenter Server
instance.

Step 2: Navigate to Plug-ins > Manage Plug-ins.

Step 3: In the Plug-in Manager window, for the VMware vSphere Update
Manager Extension, click Download and install.

Step 4: Select a language for the installer, and then click OK.

Step 5: In the InstallShield Wizard for VMware vSphere Update Manager
Client, click Next.

Welcome to the InstallShield Wizard for
¥hlware vSphere Update Manager Client 5.0
Update 1

The Installshield(R) wizard will inskall ¥Mware wSphere Update
Manager Client 5.0 Update 1 on wour computer, To continue,
click Mext.

WARMING: This program is protected by copyright law and
inkernational kreaties,

VMware vSphere”
Update Manager
Client

ii% ¥Mware vSphere Update Manager Client 5.0 Update 1 3

< Back | Mext = I Cancel

Step 6: On the License Agreement page, accept the license, and then click
Next.
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Step 7: Click Install.
Step 8: After installation is complete, click Finish.

Step 9: In the Plug-in Manager window, under Installed Plug-ins, make sure
the VMware vSphere Update Manager Extension is displayed as Enabled,
and then click Close.

] Plug-in Manager M= E

Plug-in Name | vendor | wersion | Status | Description | Progress | Errors
Installed Plug-ins

3 WMware vCenker Storage Maritoring Service YMware Tnc. 5.0 Enabled Storage Monitaring and

Reporting

% wCenter Hardware Status WMware, Inc. 5.0 Enabled Displays the hardware status of
hosts (CIM manitoring)
B wCenter Service Status WMware, Tnc. 5.0 Enabled Displarys the health status of
vCenter services
& ¥Mware vSphere Update Manager Extension WMware, Inc. 5.0.0.. Enabled Vware vSphere Update

Manager extension

Available Plug-ins

vSphere Update Manager includes many default baselines that can be used
to scan any virtual machine, virtual appliance or host in order to determine

if they have all patches applied or if they need to be upgraded to latest
version.

Baselines are collections of one or more updates such as service packs,
patches, extensions, upgrades, or bug fixes. Baselines can be divided into
three categories:

Patch baselines can be used to define a list of patches that need to be
applied to ESX or ESXi hosts or guest operating systems.

Upgrade baselines can be used to define the versions to which ESX or
ESXi hosts, VMware tools, or virtual appliances can be upgraded.

Extension baselines define third-party software that must be applied to
a given host.

In this procedure, you check whether ESX or ESXi hosts are compliant with
all critical and optional patches. Also, you apply patches for non-complying
hosts.
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Step 1: Launch vSphere Client, navigate to Home, and under Solutions and
Applications, click Update Manager.

Fil= Edit View Inventory Administration Plug-ins Help

ﬁ |E} Harme

Inventorp
QA B & 8 e
Search Hosts and Clusters YMs and Datastores and Metworking

Templates Datastore Clusters
Administration
= ? & @
‘ o e

Roles Sessions Licensing System Logs viZenker Server wCenter Solutions  Storage Providers  wiZenter Service
Settings Manager Status

M anagement

7!

]

= 12 [oR
2 & & &

Scheduled Tasks Ewvents Maps Hast Profiles VM Storage Custamization
Profiles Specifications
Manager

Solutions and Applications

o
(N

§

Update Manager

Step 2: Navigate to the Configuration tab, select Download schedule, and
then make sure the State check box is selected.
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Step 3: If you want to modify how frequently the patch definitions are down-
loaded, click Edit Download Schedule. The Schedule Update Download
wizard opens. On the Schedule Task page, in the Frequency list, choose

the frequency with which the patch definitions are downloaded, and then
complete the wizard.

(%! Schedule Update Download II=1 E3

Schedule Task
Select the time and frequency of the task,

Schedule Task Task Name
Ernail Motification
Ready to Complete

I'v'Mware w3phere Update Manager Update Download

Task Description IA predefined scheduled task to download software updates,

Frequency:

—Start Time

|9 128 M
—Interval

Run every |1 day(s),

Step 4: Navigate to Configuration > Download Settings, and check
whether the connectivity status is Connected. This step assumes that your
setup has connectivity to the Internet.

Update Manager Administration for vCenter-1.cisco.ocal

£ Configuration

Settings Download Settings Compliance View
Hetwork Connectivity
Douinload Sources
Dowrload Setti
» Downioad saftings & Direct connection o Tnternet - download new patches and V4 upgrades either at intervals specified in Dovenload add Downlaad Seurce. .
Download Schedule Schedule or inmediately by dicking the Download Now buttan below
Hatification Check Schedule
Enabled  |Update Type | Componert Download Source | Description Conneclivity Status ||
Virtual Machine Settings |2 “hwiars ESX hitps: fhostupdate vmware comisoftware . Download vSphere ESX . Connected |
£ HostCluster Settings P Vhware 3 hitps: e smwvare com/Patchianageme . Downioad ESK 3x patc... Connectedd
¥ custom EsK hitps: fhostupdete ymware. comisoftwarefV. Downloa vSphere ESX.. Connectedd
v ware s i fivapp-Uptates smware comivai-catal... Download vitusl applia... Cannecte:
VipR SELtngs Wi WA it et vai-catel... Downlosd virusl applia... Cannected
€ Use a shared repository What's this?

[ Yalidate URL

Note: you can also [mport Patches manualy from a local .z file

Download Now Al

Proxy Settings
™ Use prosey ™ Prosy requires authentication
pravy: Usemame: |

Port: o Passuword: |

Test Connetion Ay
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Step 5: Navigate to Home > Management, and then click Schedule Task.
This shows when you are scheduled to download patch definitions. In the
next step, you manually run this task.

(%! vCenter-1.cisco.local - ¥Sphere Client

File Edt Wiew Inventory Administration Plug-ins Help

(] |Eﬁ Home b 9 Management | (45 Scheduled Tasks | b () witenter1.cisco.local

| W Search Inventor

Fanew  FFFroperties % Remove

Marme | Deseriptian | Last rum | Hext run
WMware vSphere Update Manager Update Download A predefined scheduled task to download softwars updates, 12f212012 9:28:00 PM 12)3j2012 9:26:00 PM
Whware vSphere Lipdate Manager Check Notification A predefined scheduled task to check update notifications, 12/%2012 13R00PM 12§3/2012 2:33:00 PM

Step 6: Right-click VMware vSphere Update Manager Update Download,
and then click Run. This downloads the patch definitions from the VMware
site.

Step 7: In the Recent Tasks pane, notice that the patch definitions are
downloaded from the VMware site.

(] vCenter-1.cisco.local - vSphere Client

File Edit View Inventory Administration Flug-ins Help

g &8 @ Horme | b ¥ Management b [ Scheduled Tasks b [5) vCenter-1.ciseo.local

Finew 3 Properties 5 Remove

‘ w search Inventory ‘Q ‘

Name | Description | Last run | Hext run |
[‘¥Muware wSphere Update Manager Update Download A predefined scheduled task to download software updates 12/3}2012 1:50:40PM 123]2012 3:28:00PM |
WMuare wSphere Update Manager Check Matification A predefined scheduled task to check update natifications. 12/3f2012 1:33:00PM 12/3/2012 2:33:00 PM

Recent Tasks Name, Taiget of Status contains: ~ Clear X

Hame | Target [ status | Details | nitiated by | vCenter Server | Requested Start Ti,.. = | Start Time:
§] Download patch definit. () vcenter-1.cisco.. @  Completed WMware vSp.. i) wCenter-loisco.. 12/3j2012 'SO0PM  12/3(2012 1Y
¥ Run scheduled tack [ veenker-1.cisco.. @  Completed Administrator () vCenter-lsco, 12/3/2012 1SO40PM 12/3f2012 1
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Step 8: Navigate to Home > Inventory > Hosts and Clusters, select the
host on which you want to install the patches, navigate to the Update
Manager tab, and then click Attach.

[ vCenter-1.cisco.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help
< =] ‘Q Home b g5 Inventory b [l Hosts and Clusters ‘WSear[h Tnwentory ‘Q‘
& ¥ /8N

Bl [ wiCenker-1.cisco.local

test-c220m3-1.cisco.ocal ¥Mware ESXi, 5.0.0, 623860 | Evaluation (59 days remaining)
B [ 10k . S
[Fh [best-c220ma-1 cisca foc: g =h g Y Update Manager 4 b
Name conkains: Clzar Sean..  Attach..  Help  Admin view
Attached Bassline Groups + | | Attached Basslines [ Type | [Host Compliance |#Hosts |

NoBaselines
Attached

Step 9: Under Patch Baselines, select Critical Host Patches and Non-
Critical Host Patches, and then click Attach.
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Step 10: Right-click the host to which you attached the default patch

a Reader Tip baselines, and then choose Scan for Updates.
Step 11: In the Confirm Scan window, select Patches and Extensions, and
Notice that you can create your own Baseline and Baseline then click Scan.
groups. Refer to the VMware vSphere Update Manager — .
Installation and Administration Guide documentation for informa- 5! Confirm Scan

tion about how to create custom baseline groups. & can the selected hosts for

¥ Patches and Extensions

Attach Baseline or Group _ |Of =

I parades
Seleck the Baseline or Baseline Group that vou want to attach to test-c220m3-1. cisco.local.

Individual B aselines by Tvpe Create Baseline. ..

Help | Scan I Cancel
ET ] | Type |

[=| Patch Baselines

[ [ Critical Host Patches (Predefined) Hast Pateh When the scan is complete, the system lists the number of patches missing
Pﬁ Mon-Critical Host Patches (Predefined) Host Patch | on the ESX or ESXi host.
Extension Baselines

Upgrade Baselines

Update Manager

Mame contains: lear  Scan...  Attach..  Help  Admin View

Aftached Baseline Groups - | Aftached Baselines - ‘Type ‘ Host Compliance ‘# Hosts ‘
P All Groups and Independent Baselines | & an B| [ a0 sppicable Hosts 1 |

&3 Critical Host Patches (Predefined)  Patch &3 Non-Compliart 1

&3 Man-Critical Host Patches (Prede... Patch & Incompatible 0

() Unknorwn 0

+ Compliznt 1]

. 5 Mon-Compliant
B azeline Groups Create Baseline Group...
Marme Type

All Groups and Independent Baselines > All -> & Non-Compliant and & Incompatible and (® Unknown and ..

Host Name: ‘Palchss Upgrades ‘Extsnsions Last Patch Scan Ti |
[ test-c220m3-1 cisco local €3 14 - Detsils 12302012 20019 ... |
Hide Hosts | [Q]Stage..‘ E’;éﬁamediata..‘

Help | Attach I Cancel |

4
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Next, you remediate the patches onto the host. Patches are installed on a
host by putting the host in maintenance mode, which disrupts any active
VMs on the host.

Step 12: Power off the virtual machines on the host. It is recommended to
first move the virtual machines to a different host by using VMware vMotion,
as described in Procedure 2 “Migrate VM to another ESXi host.”

Step 13: Right-click the host on which you want to remediate the patches,
and then click Remediate.

Step 14: In the Remediate wizard, on the Remediation Selection page,
select Critical Host Patches and Non-Critical Host Patches, and then click
Next.

%! Remediate H=] &2

Remediation Selection
Select the target objects of yvour remediation,

Step 15: On the Patches and Extensions page, select all of the patches you
wish to apply, and then click Next.

|J-JJT Remediate

Patches and Extensions

Select the specific patches and extensions that vou want o apphy,

=] E3

Remediation Selection
Patches and Extensions
Schedule

Host Remediation Options
Ready to Complete

our remediation includes & dynamic baseline, The exact list of applicable patches might change before remediation accurs, Even if the list does
change, any patch that vou exclude now will nat be applied.

Patch Name, Type or Yendor contains:  ~ I Clear

v | Patch Mame ‘Type |Seventy |Category' ‘Impad ‘Re\ease Date |Vendor |Patch o] |Pa1cl
[¥ Updates esx... Patch Critical Security Rebaoot 5i3/2012 1:00:0... Whware, Inc. ES¥E00-20... Yes
¥ Updates esx... Patch Critical Security Reboot 6i14/2012 1:00: Whware, Inc, ES®iS00-20.,. Yes
¥ Updates ¥M... Patch Tmportant BugFix 4{12/2012 1:00:.., WMware, Inc. ESWIE00-20.., Yes
¥ Updates esx... Patch Irportant Security Rebant 7i1zfz012 1:00 WMware, Inc. ES¥S00-20... Ves
¥ Updates too... Patch Imnportank Security Tilzjfzo1z 1:00 Whiware, Inc. ESXE00-20... Yes
¥ Updates esx... Patch Importank BugFix Rebaot 7ilzjzo12 1:00 Whiware, Inc. ESHE00-20... Yes
¥ Updates too... Patch Importank BugFix 7i12{2012 1:00 WMware, Inc, ES®S00-20.,. Yes
¥ Updates scs... Patch Tmportant BugFix Reboot, Ma... 7/12/2012 1:00:... WMware, Inc. ESWE00-20... Yes
¥ Updates mis.. Patch Irportant BugFix Rebant 7i1zfz012 1:00 WMware, Inc. ES¥S00-20... Ves
¥ Updates net... Patch Importank BugFix Rebaoat, Ma... 7/12/2012 1:00; Whiware, Inc. ESHE00-20... Yes
¥ Updates esx... Patch Importank Security Rebaoot 9j27/2012 1:00 Whware, Inc, ESHIS00-20.,. Yes
¥ Updates esx... Patch Importank BugFix Reboot 9j27/2012 1:00 WMware, Inc, ES®S00-20.,. Yes
[¥ Updates toa... Patch Important BugFix 9j27/2012 1:00 Whware, Inc. ES#S00-20... Ves
¥ Updates mis.. Patch Importank EBugFix Reboot 9j27/2012 1:00:... Wkware, Inc. ESHE00-20... Ves

Remediation Selection Select the baselines or baseline groups ko remediate.

Patches and Extensions

Step 16: Enter a description for the task, select Immediately, and then click

Next.

% Remediate

Schedule

Specify the time of the remediation task.

Remedistion Selection
Patches and Extensions
Schedule

Host Remediation Options
Ready ta Camplete

Task Marne;

Itest-cZZUmS-l wcisconlocal

Task Descriptian: IAppIy' Patches|

Remediation Time:

Remediate the selected hosts:

& ITmmediately

£ At time:

|21 3jz012 z:05:00Pra

Schedule Baseline Groups and Types Baselines
Host Remediation Cptions Ml [ =] Mlaly - |Type |
Ready to Complete Baseline Groups | v Critical Host Patches [Predefined) Host Patches |
Individual Baselines by Type ¥ MorCritical Host Patches [Predefined) Host Patches
(% Patch Baselines
Host = ‘Versmn |Palchss Extensions Upgrades |
&lesl-522ﬂm3-1 ciscol.  WMware ESXi5.0.0 14 {0 staged)
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Step 17: On the Host Remediation Options page, in the Power state list,
choose Power Off virtual machines, and then click Next.

To avoid disruption you should have migrated your VMs on this
server to another server prior to remediation, as described in
Procedure 2 “Migrate VM to another ESXi host.”

|J-j_J Remediate

Host Remediation Options

IS[=] E3

Specify the maintenance mode options of the remediation kask,

Remedisation Selection
Patches and Extensions
Schedule

Host Remediation Options
Ready to Complete

—Maintenance Mode Options:
1. These options also apply to hosts in clusters.,

Eefore host remediation, ES%/ES¥i hosts might need to enter maintenance mode. Virtual machines and virtual appliances must be shut
dawn ar migrated, To reduce the host remediation dawntime, you can select ta shuk down or suspend the wirtual machines and
appliances before remediation from the drop-dawn menu belaw,

Pawer state: 0 f virtual machines

1= Retry entering maintenance made in case of Failure
Retry delay: 5 = Imlnutes ™
Humber of retries: 3 Eﬁ

I Disable ary removable media devices connected to the virtual machines on the host.

—ES¥i 5.x Patch Settings

™ Enable patch remediation of powered an PXE booted ESK) hosts

1. PXE booted ESki hosts resert: bo their original state after a reboot. To keep new software and patches on stateless hosts after a
reboot, use a PXE book image that contains the updates,
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Step 18: Review your remediation request, and then click Finish.

(% Remediate = [0l x]

Ready to Complete
Rewview the remediation settings before you complete the wizard,

Remediation Selection Host: test-c220m3-1.cisco. local
Patches and Extensions Scheduling: Task MName - test-cZZ0m3-1,cisco,local
Schedule Remediate immediately
Host Remediation Options Maintenance Mode Options:  Power O virtual machines
Ready to Complete Retry

Retry every 5 Minutes

3 Retries

g

Hon-Critical Host Patches (Predefined)

Critical Host Patches (Predefined)
Bl Patches [14)

Updates misc-drivers

Updates kools-light

Updates esx-base

Updates esx-base

Updates net-g1000

Updates misc-drivers

Updates scsi-mptsas

Updates koals-light

Updates esx-base

Updates koals-light

Updates esx-base

Updates YMware Tools

Updates esx-base

Updates esx-base

VUM downloads patches from the VMware website and remediates the host.
Your host will likely be rebooted after remediation is finished. Check the
Recent Tasks pane for the progress.

Migrating Virtual Machine Storage and Virtual Machines

1. Migrate virtual machine storage
2. Migrate VM to another ESXi host

At some point in virtual machine management, you may need to migrate a
virtual machine or its storage. If you find it necessary to do so, complete this
process.
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If you have an Enterprise or Enterprise Plus license for your VMware environ-
ment, you can use VMware vMotion in order to migrate virtual machines

and virtual machine storage from one location to another. This process
shows how VMware can migrate virtual machine storage from one location
to another and how virtual machines can be migrated from one server to
another. VMware vMotion for storage requires an Enterprise or Enterprise
Plus license. If you have a Standard license, skip Procedure 1, “Migrate
virtual machine storage.”

Migrate virtual machine storage

You can move storage from local ESXi server datastores to Fibre Channel
or iISCSI datastores. If you installed your new VM as described earlier in
this guide, itis located on a local datastore on the ESXi host. To maximize
flexibility and enable the ability to use vMotion to move the VM, the storage
needs to be located on the SAN storage array.

Many guest virtual disks are allocated more storage than they truly need.
Moving these disks from one datastore to another by using Storage vMo-
tion provides an opportunity for a storage administrator to choose the
virtual disk format from thick to thin, thereby reclaiming any unused storage
space. Alternatively, the storage administrator can go from thin format to
thick (eagerzeroedthick) by using Storage vMotion. In the thick format,

the size of the virtual machine disk (VMDK) file in the datastore is same as
the size of the virtual disk which you have chosen when you created the
virtual machine. The full storage space allocated for the virtual machine is
consumed immediately in your storage system. If you do not wish to change
the format at the destination, choose the option Same format as source.
For more information on thin provisioned format and thick format, visit the
VMware website.
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Before using VMware Storage vMotion, make sure you have suf-
ficient storage bandwidth between the ESXi host where the VM is
running and both the source and destination storage arrays. This
is necessary because the VM continues to read from and write to
the source storage array; while at the same time, the virtual disk
being moved is being read from the source storage array and
written to the destination storage array. If there is insufficient stor-
age bandwidth, Storage vMotion can fail. If bandwidth is barely
sufficient, Storage vMotion might succeed, but its performance
will be poor.

Step 1: InvSphere Client, in the tree, right-click the virtual machine, and
then click Migrate.

Power 4
(auest k
Snapshok k

E Cpen Console

(i Edit Settings...

|E‘;£| Migrake...

Fﬁa Clore. .,
Template k
Faul: Tolerance ]
add Permission. .. Chrl+P
Alarm 3

Report Performance...

Rename

Cipen in Mew wWindow,,,  Cerl-alE+MN

Remove Ffrom Inventaory

Delete From Disk.
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Step 2: In the Migrate Virtual Machine wizard, on the Select Migration Type

page, select Change Datastore, and then click Next.

(% Migrate Yirtual Machine

Select Migration Type
Change the virtual machine's host, datastore or both,

Gelect Migration Type
Storage
Ready to Complete Move the wirtual machine ko another host.

¢ Change host

' Change datastore

Maove the virtual machine's storage to another datastore,

" Change both host and datastore

Mowe the wirtual machine ko another host and move its storage to another datastore,
/. The virbual maching must be powered off to change the YM's host and datastare,
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Step 3: On the Storage page, select a disk format, and then select the

destination datastore. Click Next.

There are four choices for disk format:
Same format as source (this is the default setting)
Thin provision
Thick provision Lazy Zeroed
Thick provision Eager Zeroed

[ Migrate ¥irtual Machine

Storage
Seleck the destination storage For this wirtual machine migration.

[ [=] E3

Select Migration Tvpe Select a virkual disk Farmat:
Storage Same Format as source j

Reeady to Compiete Select a destination storage For the virtual machine files:

WM Storage Profile: IDo niot change the profiles j My
MName | Drive Type | Capacity | Provisioned | Free | Type | Thin Provisioning |
a C220M3-2-5ta.,,  Mon-55D 557.75GE 45.05GEB 545.67 GE  WMFSS Supported
a COpenfiler{Soft...  Unknown 9.09TE 6.22TB 2.87TE WFS Supported
8 SHARED-STOn .. Mon-S5D 99,75 GE 971.00 MB 98,80 GE WMFSS Supported |

™| Disable Storage DRS for this virtuslmachine

Select a datastore:

Mame |DrivETyDE | Capa(itylPrnwsiDnEd | Free | Type

Compatibility:

‘ Thin Provisioning

Advanced == |

Walidation succeeded

Step 4: Click Finish. The status of the migration is displayed in the Recent

Tasks pane at the bottom of the vSphere Client window.
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Migrate VM to another ESXi host

Migration with vMotion allows you to move a powered-on virtual machine to
a new host, without any interruption in the availability of the virtual machine.

In order to successfully use vMotion, you must first configure your hosts
correctly:

Each host must be correctly licensed for vMotion.

Each host virtual machine’s datastore must reside on shared storage,
either iISCSI, network file server (NFS), or Fibre Channel.

Host networking for the ESXi host must have a VMkernel interface
configured with an IP address, have vMotion selected, and be located on
the same IP subnet as the destination host.

Migration with vMotion cannot be used to move virtual machines across
Layer 3 boundaries without careful consideration and configuration cus-
tomization. Migration with vMotion to move virtual machines between data
centers requires low-latency (below 10 ms) and high-bandwidth links. More
information on vMotion can be found at:
http://www.vmware.com/files/pdf/vmotion-perf-vsphereb.pdf

vMotion can use up the bandwidth of an entire interface. Use
caution when configuring it on a port that includes other services
such as management, iSCSI, or virtual machine traffic. VMkernel
configuration is identical to iISCSI configuration, with the excep-
tion of the check box for vMotion.

Step 1: Launch the vSphere Client, and then login to the vCenter Server.

Step 2: In the Inventory tree, select the ESXi host on which you plan to
enable vMotion.

Step 3: Click the Configuration tab, and then in the Hardware pane,
choose Networking.

Step 4: Click Add Networking.
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Step 5: Select Connection Type VMkernel.

Step 6: If you are creating a new vSwitch, select the network adapters to be
assigned to the new vSwitch, and then click Next.

If the vSwitch has already been created, select the appropriate vSwitch that
will carry vMotion traffic, and then click Next.

Step 7: In the Network Label box, enter a value, and in the VLAN ID box,
enter the VMkernel port that will be used to service vMotion traffic (Example:
161).

Step 8: Ensure that Use this port group for vMotion is selected, and then
click Next.

— Part Group Propetties

Mekwork Label: I\-'Mcutiun

YLAN ID {Cptional): [1e1 d|

¥ Use this port group For wMotion

[ ilise this port group For Fault Tolerance logging:

[~ Use this port group for management: traffic

Step 9: Specify an IP address and subnet mask for this VMkernel interface,
and then click Next.

Step 10: On the Summary page, review the configuration, and then click
Finish.

Step 11: Repeat Step 2 through Step 10 for all of the ESXi hosts on which
you plan to enable vMotion.

Step 12: In vSphere Client, in the tree, right-click the virtual machine you
want to migrate, and then click Migrate.
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Step 13: In the Migrate Virtual Machine wizard, on the Select Migration Step 16: Click Finish. Live migration of virtual machines from one ESXi host
Type page, select Change host. You are prompted for a destination. to another occurs without any service interruption.

{7 Migrate ¥irtual Machine When migration is complete, the virtual machine is displayed under the new
5&'3;:;:;::3;I;P:am,;hnst rasore o bt ESXi host you selected. You can monitor the status of the migration in the
Recent Tasks pane while the vMotion is in progress.

Select Migration Type
Select Destination
wiMokion Priority Move the virtual machine ko another host,
Reeady to Complate

{* Change host

" Change datastore

Mowe the virbual machine's storage to another datastore.

" thange both host and datastore

Mowve the virtual machine ko another host and move its storage ko another dataskore,
/1, The wirtual machine must be powered off to change the ¥M's host and datastore,

Step 14: Choose the correct destination host, and then click Next.

%] Migrate ¥irtual Machine

Select Destination
Select the destination host or duster For this virtual machine migration.

Select Migration Tvoe = [ [ 10K

Select Destination [@ test-c2zom3-1.cisco.local
whlokian Pricrity @ test-czzom3-z.cisco.local
Ready to Complete

Step 15: Choose the reservation priority for the ESXi host CPU, and then
click Next.

[#! Migrate ¥irtual Machine

¥Motion Priority
Set the priority of the vMotion migrations, relative to the other operations on the destination host,

Select Migration Type
Seleck Destination " High priority (Recommendsd)
¥Muotion Priority

Ready to Complete " Standard priority

High priority wMotions are Favored over standard priority viMotions and are expected ko perform better,

& If using an ES¥ 4.0 host or ES¥i 4.0 host, click Help for additional information,
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Cisco Nexus 1000V Series Switch Installa-
tion and Deployment

The Cisco Nexus 1000V Series Switch is a virtual distributed switch that
runs in software on the virtualized host. The value of using Cisco Nexus
1000V is that it extends the same Cisco Nexus Operating System (NX-OS) to
the hypervisor that you are familiar with in the Nexus 5500 Series switches
that make up the Cisco SBA data center core. Using Cisco Nexus 1000V in
your VMware ESXi environment provides ease of operation with a consistent
CLI and feature set for the VMware distributed switch environment.

The Cisco Nexus 1000V Virtual Supervisor Module (VSM) is the central
control for distributed Virtual Ethernet Modules (VEMS). In a typical modular
Ethernet switch, the supervisor module controls all of the control plane pro-
tocols, enables central configuration of line cards and ports, and provides
statistics on packet counts, among other supervisory tasks. In the Nexus
1000V distributed switch, the VSM controls the distributed virtual switches,
or VEMs, on the VMware servers.

You can install the Cisco Nexus 1000V VSM on a VMware ESXi host as a
virtual machine, and you can install a secondary VSM on a second ESXi
host for resiliency. For the ultimate in resiliency and scalability in controlling
a Nexus 1000V environment, you can deploy the Cisco Nexus 1100 Virtual
Services Appliance.

z Reader Tip

This deployment guide is based on the best practices for Cisco
Nexus 1000V Series Switches:
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/
ps9902/white_paper_c11-558242 html

The following process installs the Cisco Nexus 1000V Series Switch on
virtual machines.
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Deploying Cisco Nexus 1000V VSM as a VM on an ESXi Host

1. Install the first VSM
2. Configure the primary VSM
3. Install and setup the secondary VSM

This process walks you through deploying a primary and secondary Cisco
Nexus 1000V VSM installed on VMware virtual machines, for resiliency. You
will install VSM using an Open Virtualization Format (OVF) template provided
in the download for the Cisco Nexus 1000V code.

Each Cisco Nexus 1000V VSM in an active-standby pair is required to run
on a separate VMware ESX or ESXi host. This requirement helps ensure high
availability even if one of the VMware ESX or ESXi servers fails. It is recom-
mended that you disable Distributed Resource Scheduler (DRS) for both
active and standby VSMs, which prevents the VSMs from ending up on the
same server. If you do not disable DRS, you must use the VMware anti-
affinity rules to ensure that the two virtual machines are never on the same
host. If the VSMs end up on the same host due to VMware High Availability,
VMware DRS posts a five-star recommendation to move one of the VSMs.

The Virtual Ethernet Module (VEM) provides Cisco Nexus 1000V Series with
network connectivity and forwarding capabilities. Each instance of Cisco
Nexus 1000V Series is composed of two VSMs and one or more VEMs.

The VSM and VEM can communicate over a Layer 2 network or Layer

3 network. Layer 3 mode is the recommended option, as it is easier to
troubleshoot Layer 3 communication problems between VSM and VEM.
This deployment guide uses the Layer 3 mode of operation for VSM-to-VEM
communication.
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Install the first VSM

The Cisco Nexus 1000V VSM is a virtual machine that, during installation,
creates three virtual network interface cards (vNICs):

- The control interface handles low-level control packets, such as heart-
beats, as well as any configuration data that needs to be exchanged
between the VSM and VEM. VSM active/standby synchronization is
done via this interface.

- The management interface is used to maintain the connection between
the VSM and the VMware vCenter Server. This interface allows access to
VSM via HTTP and Secure Shell (SSH) Protocol.

- The packet interface is used to carry packets that need to be processed
by the VSM. This interface is mainly used for two types of traffic: Cisco
Discovery Protocol and Internet Group Management Protocol (IGMP)
control packets. The VSM presents a unified Cisco Discovery Protocol
view to the network administrator through the Cisco NX-OS CLI. When
a VEM receives a Cisco Discovery Protocol packet, the VEM retransmits
that packet to the VSM so that the VSM can parse the packet and
populate the Cisco Discovery Protocol entries in the CLI. The packet
interface is also used to coordinate IGMP across multiple servers. For
example, when a server receives an IGMP join request, that request is
sent to the VSM, which coordinates the request across all the modules
in the switch. The packet interface is always the third interface on the
VSM and is usually labeled “Network Adapter 3" in the virtual machine
network properties. The packet interface is used in Layer 2 mode to
carry network packets that need to be coordinated across the entire
Cisco Nexus 1000V Series switch. In Layer 3 mode this vNIC is not used,
and the control and packets frames are encapsulated in User Datagram
Packets (UDP).

With Cisco Nexus 1000V running in Layer 3 mode, the control and packet
frames between the VSM and the VEMSs are encapsulated in UDP. This
process requires configuration of the VMware VMkernel interface on each
VMware ESX host. Ideally, this is the management interface that the ESXi
host uses to communicate with the vCenter Server. This alleviates the need
to consume another VMkernel interface and another IP address for Layer
3 communication between VSM and VEM. Cisco Nexus 1000V running in
Layer 3 mode also eliminates the need for a separate Packet VLAN. The
control interface on the VSMs is used for high availability communication
between VSMs over IP, however it does not require a switched virtual
interface on the data center core for routing beyond the data center. You
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must ensure that the control and management VLANs are configured on the
upstream data center core switches. You can use the same VLAN for control
and management; however, using separate VLANs provides flexibility.

Table 3 - VLANSs used for Cisco Nexus 1000V VSM installation

VLAN Description
160 Cisco Nexus 1000V control
163 Data center management traffic

Table 4 - Additional VLANs defined in the Cisco SBA data center design

VLANSs Description

148-155 Virtual machine network data
161 vMotion

162 iSCSI

Step 1: Download the zipped Cisco Nexus 1000V software image, save it
on the local drive of the machine from where you are launching vSphere
Client, and then extract the contents of the software image onto your local
drive. The extraction contains VSM files with an .ova extension and an OVF
folder with the .ovf extension file. This procedure uses the file with the .ova
extension.

You can install the software from the OVA or OVF image. Here you
use the OVA installation file, because it allows you to apply initial
configurations to the VSM, including the VSM domain ID, admin
user password, management IP address, subnet mask, and IP
gateway.

Step 2: Log into your vCenter Server via the VMware vSphere Client, with
the domain administrator username and password.

Step 3: Navigate to Home > Inventory > Hosts and Clusters, and then
choose the host on which you plan to install the VSM VM.
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Step 4: Navigate to Configuration > Networking > Virtual Switch, and then
ensure that the control and management port groups are configured with
correct VLANSs, as shown in Table 3.

Standard Switch: vSwitcho Remave...  Properties...
WMkams!| Port — - Phiysical Adaptars
L1 Management Metwork g o B vmnicl 20000 Full E3
vmk0 : 10.4.63.102 | VLAN ID: 163 L.E ymnicd 20000 Full | E3
Virtual Machine Port Group
£ Nilkv_Control_Packet g-n-

VLAN ID: 1680

Wirbuza| Machine Port Group
L1 MNikv_Management g-u-

VLAN ID: 163

Virtual Machine Port Group
L1 Servers_1 g.".

WLAN ID: 148
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Step 5: Inthe vSphere Client, from the File menu, choose Deploy OVF
Template.

] vCenter.cisco.local - vSphere Client

File | Edit Wiew Inventory Administration Flug-ins Help

HEw . entory b [E Hosts and Clusters

Deploy OYF Template. ..

Export k

Report 4 chas1-s7.cisco.Jocal VMware ESXi, |

| Getting Started | Summary ' Virtual

Browse YA Marketplace. ..

Print Maps 4 Hardware
Exit Processors
il VMFEN_Testing Mernory

WXI
m Storage

B chasi-s1.cisco.local
[E chas2-s1.cisco.local
RS200 Data Center

v Metworking
Storage Adapters
Metwork Adapters
Advanced Settings
Power Managerent

Software

Licensed Features
Time Configuration
DS and Fouting
Authentication Services

Step 6: Choose Deploy from file option, browse to the location where you
have downloaded the OVA file, and then click Next.

! Deploy OYF Template

Source
Select the source location,

Source

OYF Template Details
Mame and Location
Skorage

Disk. Format

Ready to Complete

Deploy From a file or URL

1iwstiInstallinexus-1000v. 4.2, 1,542, Browse. .. |

Enter a URL to download and install the OYF package from the Internet, or
specify a location accessible From your computer, such as a local hard drive, a
network share, or a CDJDVD drive,
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Step 7: You are presented with product information, size of the file, and
the size of VM disk. Verify that you have selected the correct version and
product, and then click Next.

Deploy O¥F Template

O¥F Template Details
Werify OVF template details,

Step 10: In the Configuration list, choose Nexus 1000V Installer, and then

click Next.

Deploy O¥F Template

Deployment Configuration

Select a deployment configuration,

Source

O¥F Template Details
End User License Agresment
Mame and Location
Deployment Configuration
Shorage Yendor:
Disk. Format

Metwork Mapping Publisher:
Properties

Ready to Complete

Product: Mexus1000v-4.2.1,5Y2.1.1
ersion: 4. 2(1)5%2(1.1)

Cisco Syskems Inc

Mo certificate present

Dowrload size: 122.1 MB

Size on disk; Unknown {thin provisioned)
3.0 GB (thick provisioned)
Description: Cisco Mexus 1000Y Virbual Supervisor Module

Source

OWF Template Details

End User License Agreement
Mame and Location
Deployment Configuratior
Storage

Disk. Format

Metwark Mapping

Properties

Ready to Complete

Configuration:

000Y Installer

Use this deployment option ko configure the Mexus 1000% WSM using the installer application. IF this
option is selected, please enter the properties as prompted in the Properties section ahead,

Step 8: Accept the Cisco Nexus 1000V License Agreement, and then click
Next.

Step 9: Specify the name of your VSM, choose the location, and then click
Next.

Name and Location
Specify a name and location for the deploved template

Step 11: Choose the storage you want the VSM to use, and then click Next.

Deploy O¥F Template

Storage

‘Where do you want to store the virtual machine files?

Source Mame:

OWF Template Details DLk W51
End User License Agreement
Name and Location
Deployment Configuration

Sk
Disol:ig;mat Inventory Location:

The name can contain up ko 80 characters and it must be unique within the inventory Folder,

Metwork Mapping |
Properties
Ready to Complete
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Source

OYF Template Details

End User License Agreement
Mame and Location
Deployment Confiquration
Storage

Disk. Format

Metwork Mapping

Properties

Ready ko Complete

Select a destination storage For the wirtual machine files:

WM Storage Profile: I j piiy

Marme | Drive Type | Capacity | Provisioned | Free | Type | Thin Proy
a chas1-57-locl MNon-550 1.08 TB 976.00 MB 1.08 TB VMFS5 Supporte
@ Openfiler(Soft. Unknown 9,09 TB 6.03TE 3.06 TB NFS Supporte

< | i

™! Disatile Storage DRS for this virtual machine

Select a datastore:

Marme | Drive Type | Capaciky | Provisioned | Free | Type | Thin Provis
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Step 12: Select Thick provision Eager Zeroed, and then click Next. This
allocates all storage needed to store the virtual machine virtual disks at the
time of creation. The size of the VSM will be approximately 3 GB.

I [=] B3

(% Deploy O¥F Template

Disk Format
In which Format do you want to store the virtual disks?

Jource Datastare:
OWF Template Details

End User License Agreement
Mame and Location

Deplovment Configuration

Ichasl-s?-local
I 1109.5

Available space (GE):

Storage

s Format. " Thick Provision Lazy Zeroed
Metwork. Mapping

Properties % Thick Provision Eager Zeroed

Ready to Complete " Thin Provision

Step 14: Specify the following properties for your primary VSM, and then

click Next:

VSM Domain ID

Nexus 1000V Admin User Password
Management IP Address

Management IP Subnet mask

Management IP Gateway

i'E',J_ Deploy O¥F Template

Properties

I[=] B3

Customize the software solution For this deployment.,

Step 13: In the Layer 3 control mode, the packet NIC does not get used on
the VM. The VM still expects the packet NIC to be present. On the Network
Mapping page, in the Destination Network list, map the Control port-group
for the Control Source network and the Packet Source network, and the
Management port-group for the Management Source network. Click Next.

I[=] B3

i'E',J_ Deploy O¥F Template

MNetwork Mapping
‘what networks should the deploved template use?

Source

OWF Templabe Details

End User License Agreement
Mame and Location Source Metworks
Deployment Configuration Control

Storage

Disk Format
MNetwork Mapping
Properties

Ready to Complete

Map the networks used in this OVF template to networks in your inventory

| Destination Netwarks |
N1ikv_Control_Padket

Management | Wikv_Management |

Packet N1ikv_Control_Padet

Description:

This network provides connectivity (sshftelnetfscp) to the Cisco Mexus 1000Y Yirtual Supervisor ;I
Madule. Please associate it with the portgroup that corresponds to the subnet, the "interface
mgmk0" is configured within the YSM,

I|

‘Warning: Multiple source networks are mapped to the host network: Miky_Control_Packet

Source

OWF Templabe Details

End User License Agreement
Mame and Location
Deployment Configuration
Storage

Disk Format

Mebwork Mapping
Properties

Ready to Complete

b. Nexus 1000¥ Admin User Password

o

. Management IP Address

. Management IP Subnet Mask

. Management IP Gateway

Password
Enter the password, Must contain at least one capital, one lowercase, one number,

Enter password I********

Confirm password I********

ManagementIp¥4
Enter the ¥SM IP in the Following Form: 192,168.0,10
o, 4 63 | 25

ManagementIp¥4Subnet
Enter the Subnet Mask in the Following Form: 255,255,255.0
255 . 285 255 . 0

GatewaylIp¥4
Enter the gateway IP in the Following Form: 192,168.0.1

0,4 .63 , 0

Ll
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Step 15: Verify that your configuration settings are correct. Select Power

on after deployment, and then click Finish. VMware starts to deploy your

VSM.

@Deploy O¥F Template

Ready to Complete

Source

OWF Template Details

End User License Agreement
Mame and Location
Deplovment Configuration
Starage

Disk, Format

Mebwork Mapping

Properties

Ready to Complete

Are these the options you want to use?

I [=] B3

‘When you click Finish, the deployment task will be started.

Deployment settings:

OVFfile:
Download size:
Size ondisk:
Name:

Folder
Deployment Configuration:
HostfCluster:
Datastore:

Disk provisioning:
Network Mapping:
Network Mapping:
Network Mapping:
IPAllocation:
Property:
Property:
Property:
Property:

W' Power on after deployment

C:\Users\vsathiam\Downloads\N1kviNexus1000v42.15.
122.1 MB

3.0GB

DC-MN1kv-y3-1

10k

Nexus 1000V Installer
chas1-s7.ciscolocl

chas1-s7-locl

Thick Provision Eager Zeroed
"Control"to "N1kv_Control_Padeet”
"Management”to "Nikv_Management”
"Packet"to "Nikv_Control_Packst"

Fixed, IPv4

Domainld = 10

ManagementIpV4 = 10.4.63.28
ManagementIpV45ubnet = 255.255.255.0
GatewayIpV4 = 10.4.63.1

Step 16: On the “Deployment Completed Successfully” message that
appears, click Close.

@Deplurment Completed Successfully M =]

Deploying DC-M1EM-ASk-1

Completed Succezsfully

Cloze

You can find the VSM in the inventory window under the machine it was
installed on.

Step 17: Right-click the VSM, choose Open Console, and then wait for the
VSM to finish the boot process and display the login prompt.

Help |

< Back | Finish I Cancel

Y.

[#] DC-N1kv-¥5M-1 on chas1-s7.cisco.local
File Wiew W

NS B &R @
Loader Loading stagel.5.

Loader loading, please wait...

[Successfully extracted OUF Environment.

OUF : Executing Pre configure setup script:

[Setup: system not completely online yet.

aiting for the system to come online before saving the config.
se ctrl-c at anytime to exit.

[#Hdadapaaapaaapdsaps g aanaaanl 16003

OUF : Executed Pre configure setup script.

exus 1HHHy Suwitch
lewitch login: _




Configure the primary VSM

In this procedure, you perform the following:
Install the Cisco Nexus 1000V extension in VMware vCenter
Set the transport mode of VSM to Layer 3
Connect the VSM to vCenter Server
Verify the connectivity from the VSM to vCenter Server
Configure the VSM as primary VSM

Step 1: Launch a web browser, and then browse to the IP address of the
VSM (Example: https://10.4.63.28).

[l C
@: v [el s iinaes.zsl

< Favorkes |55 @] Sungested Sites + @) Web Sice Gallery +

j@cartiﬁcateErmr @ “? A I Bing pelhs

- - | pm v Page - Safety - Tools - @b+

|

mm
€isco

(& Cisco Nexus 1000% | |

Cisco Nexus 1000V

Following files are available for download :

« Cisco Nexus 1000V Installer Application
o Launch Installer Application (deprecated)
« Cisco Nexus 1000V Extension
o cisco_nexus_1000v_extension.xml
« VEM Software
| Description | File
\ ESXi 5.1 or later \cisco-vem-v150-4.2.1.2.1.1.03.1.1.zip
\ ESXi 5.0 or later \cisco-vem-v1504.2.1.2.1.1.0-3.0.1.zip
[ESX/ESXi 4.1.0 or later [cisco-vem-v150-4.2.1.2.1.1.0-2.0.1.zip
\ ESXi 5.1 or later \cross_cisco-vem-v150-4.2.1.2.1.1.0-3.1.1.vib
| ESXiiorlater |cross_cisco-vem-v150-4.2.1.2.1.1.0-3.0.1.vib
\Esmsm 4.1.0 or later \cross_cisco-vem-v150-4.2.1 2.1.10201vib

Step 4: On the Plug-in Manager screen, under the Available Plug-ins sec-
tion, right-click, and then select New Plug-in.

(%! Plug-in Manager =T e
Plug-in Mame | Vendar | Yersion | Status | Description | Progress | Errars |
Installed Plug-ins

& VMwarevCenterStorage Mon... VMware Inc. 5.0 Enabled Storage Monitoring and
Reporting

& VMwarevsphereUpdateMa... VMware, Inc. 5.0.0.. Enabled VMware vSphere Update
Manager extension

& vCenter Hardware Status VMuware, Inc. 5.0 Enabled Displays the hardware status of
hosts (CIM monitoring)

@ vCenter ServiceStatus VMuiare, Inc. 5.0 Enabled Displays the health status of
vCenter services

Available Plug-ins
& Cisco-UCSM-dbcd1092-0286-..  Cisco SystemsL.. 1.0.0 Download and I...
Help Close
Z]

Step 2: Under the Cisco Nexus 1000V Extension, right-click on the cisco_
nexus_1000v_extension.xml file, select the Save target as option, and then
save the xml file to the local directory of the machine from where you launch
vSphere Client.

Step 3: In the vSphere Client, from the Plug-ins menu, choose Manage
Plug-ins. The Plug-in Manager screen pops up.
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Step 5: In the Register Plug-in screen, browse to the location where you
have stored the Cisco Nexus 1000V extension xml file that was downloaded
in Step 2, and then click Register Plug-in.

Current wCenter Server:  |wCenter cisco.local j

Pravide an input plug-in xml file which needs to be registered with vCenter Server,
File name: IC:'I,Users'l,vsathiam'l,DownIoads'l,N1kv\,cisco_nexus_lDDDv_axtension.me

Wiew Zml: (read-only)

- <extensionDataz
- <obj xmins="urn:wim25" versionld="uber" xsi:type="Extension"
smins:xsi="http:/ fwww.w3.0rg/ 2001/ XMLSchema-instance">
- zdescriptionz
<label /=
<sUmMmary /=
<fdescription=
<key=Cisco_Nexus_1000¥_767035274=</key>
<version=1.0.0</versions

<subjectMame=fC=US/ST=CAf0=Cisco/OU=NexusCertificate/CN=Cisco_Nexus_1000V_
- CSEMVEr:
<url f=
- <descriptions
=label /=
<surmmary /=
=/descriptionz
<company=Cisco Systems Inc.</company s
<type>D¥S</typex
<adminEmail /=
</SEIVEr=
- «zclients
<url S

- =descriptionz
P R i
< f
Help | Reqister Plug-in | Cancel |
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Step 6: In the Security Warning message, click Ignore.

Security Warning

Cerkificate Warnings

An untrusked certificate is provided as part of plug-in reqgistration xml. Post-registration, this
cettificate will be used by wCenker Server to authenticate the plug-in. Depending on your security
policy, this issue might not represent a security concern.

Click Ignore ko continue using the certificate.

Wieww Certificate Ignore Cancel

A message confirms that the plug-in has registered successfully with the
vCenter Server. The VSM maintains a link to the vCenter Server to maintain
the definition of Cisco Nexus 1000V Series within VMware vCenter Server
and also to propagate port profiles.

Register Plug-in

The plug-in "Cisco_Mexus_1000Y_767035274" is successfully registered on
wCenker Server voenter,cisco,local,

Step 7: In the vSphere Client window, right-click the VSM VM, choose Open
Console, and then log in to the VSM using the default username (admin) and
the password you provided during the VSM installation.

Step 8: Configure the device hostname.

hostname [hostname]
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Step 9: In this step, you set the transport mode of the VSM Layer 3.

When setting up the Layer 3 control mode you have two options:
Layer 3 packet transport through the VSM mgmt0 interface
Layer 3 packet transport through the VSM controlQ interface

Setup the Layer 3 packet transport to use the VSM mgmtO interface.
svs-domain
no control vlan
no packet vlan
svs mode L3 interface mgmt0

If you want to isolate your control and management packet trans-
port to the VSM VM, you can use a dedicated control interface.

Step 10: Configure the ip name-server command with the IP address of
the DNS server for the network. At the command line of a Cisco NX-OS
device, itis helpful to be able to type a domain name instead of the IP
address.
vrf context management
ip name-server 10.4.48.10

Step 11: Setthe NTP server address and local time zone for the device
location. Network Time Protocol (NTP) is designed to synchronize time
across all devices in a network, for troubleshooting.

ntp server 10.4.48.17

clock timezone PST -8 0

clock summer-time PDT 2 Sunday march 02:00 1 Sunday nov 02:00

60

Step 12: Define a read-only SNMP community (Example: cisco) and a read-
write SNMP community for network management (Example: cisco123).

snmp-server community ecisco group network-operator
snmp-server community ciscol23 group network-admin
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Step 13: If you are using an authentication, authorization, and accounting
(AAA) server, set TACACS+ to be the primary protocol used to authenticate
management logins.
feature tacacs+
tacacs-server host 10.4.48.15 key SecretKey
aaa group server tacacs+ tacacs
server 10.4.48.15
use-vrf management
source-interface mgmtO
aaa authentication login default group tacacs

A local AAA user database was defined during the setup of the
Cisco Nexus 1000V switch in order to provide a fallback authenti-
cation source in the event that the centralized TACACS+ server is
unavailable.

Step 14: Configure a connection, and then connect the VSM to vCenter
Server.
svs connection [name]
protocol vmware-vim
remote ip address [vCenter Server IP address] port 80
vmware dvs datacenter-name [Datacenter name in vCenter

Server]

connect
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Step 15: Verify that communication with vCenter Server is working.

N1kvVSM# show svs connections

connection vcenter:
ip address: 10.4.48.11
remote port: 80
protocol: vmware-vim https
certificate: default
datacenter name: 10k
admin:
max-ports: 8192
DVS uuid: ca 56 22 50 f1 c5 fc 25-75 6f 4f d6 ad 66 5b 88
config status: Enabled
operational status: Connected
sync status: Complete
version: VMware vCenter Server 5.0.0 build-804277
vc-uuid: E589E160-BD5A-488A-89D7-E8B5BF732C0C

Step 16: After the installation of VSM, it is left in a standalone mode. The
best practice for deployment of VSM is in a high availability pair. Convert the
VSM standalone role to primary role.

N1kvVSM# system redundancy role primary

Step 17: Save the running configuration to the startup configuration.

copy running-config startup-config
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Step 18: In your vSphere Client, navigate to Home > Inventory >
Networking, and then verify that your Cisco Nexus 1000V switch has been
created.

(%! ¥Center.cisco.local - ¥Sphere Client

File Edit Wiew Inventory Administration Plug-ins Help
‘E} Home [ gf] Inventory b .QJ Febworking
& I &£ &

=l (33 wCenter.cisco.local N1kv¥SM
=1 10k : :
m TESTL Getting Starked N EHlE e G
SR
B = MikeWSM
B Unused_Or_Cuarantine_Uplink
B Unused_Or_Quarantine_Veth Awsphere Distributed Switch acts as
[ ucs across all associated hosts. This allo
B PW _Inside_VL154 rmaintain consistent network configura

8 Fw_Inside_YL155 across hosts.
& FW_Outside_WL153

8 Mikv_Control_Packet
8 Mikv_Management
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Install and setup the secondary VSM

Step 1: Select the host on which you plan to run the secondary VSM VM.

Do not install the secondary VSM on the same host with the
primary VSM. By installing the VSMs on separate hosts, you help
ensure high availability, even if one of the VMware ESXi hosts fails.
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Step 2: Navigate to Configuration > Networking > Virtual Switch, and then
ensure that the control and management port groups are configured with
correct VLANSs, as shown in Table 3.

For consistency, give the same port-group names you gave for the primary
VSM's control, management and packet interfaces.

Yiew: | waphere Standard Switch  wSphere Distributed Switch |

Metworking
Skandard Switch: wSwikcho Remove...  Properties,..
Whkemel Port — - Physical &dapters

7 Management Metwork g o B vmnicl 20000 Full G2
wink @ 10.4,63,103 | YLAN ID: 163 ER@ vmnicO 20000 Full | E3

Wirtual Machine Part Sroup

L Servers_L g.".
VLAM IO 145

Virtual Machine Port Group
L3 Mikyw Control Packet g.u.

WLAM ID: 160

Virtual Machine Port Group
L3 Miky_Management g-u-

WLAM ID: 163

Step 3: In the vSphere Client, from the File menu, choose Deploy OVF
Template, browse to the location where you have downloaded the Cisco
Nexus 1000V installation files, choose the OVA file, and then click Next.

Step 4: On the OVF Template Details page, you are presented with product
information, size of the file, and the size of VM disk. Verify that you have
selected the same version and product as the primary VSM, and then click
Next.

Step 5: Accept the Cisco Nexus 1000V License Agreement, and then click
Next.
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Step 6: On the Name and Location page, give a unique name to your
secondary VSM, choose the inventory location, and then click Next.

(% Deploy O¥F Template

Name and Location
Specify a name and location For the deployed template

Source Marme:
OWF Templabe Details DMLk 52

End User License Agreement
Name and Location
Deployment Configuration

Sk
Disol:ig;mat Inventory Location:

The name can contain up to 80 characters and it must be unigue within the inventory Folder,

Metwork Mapping &
Properties
Ready to Complete

Step 7: On the Deployment Configuration page, in the Configuration list,
choose Nexus 1000V Secondary, and then click Next.

,_-:'; Deploy O¥F Template

Deployment Configuration
Select a deployment configuration,

Source

OWF Templabe Details
End User License Agreement Configuration:
Mame and Location
Deployment Configuratior
Storage

; Use this deployment option to pair the Mexus 10004 ¥SM with a secondary ¥SM in a HA pair, IF this
Disk Farmat option is selected, please only enter the selected properties as prompted in the Properties section
Metwork Mapping ahead ignoring Property {c-g),

Properties
Ready to Complete

Notice that you are told to ignore section (c-e) in the Properties section.

Step 8: On the Storage page, choose the datastore you want the VSM to
use, and then click Next.

Step 9: On the Disk Format page, select Thick provision Eager Zeroed,
and then click Next.

Step 10: On the Network Mapping page, in the Destination Network list,
map the Control port-group for the Control Source network and the Packet
Source network, and the Management port-group for the Management
Source network, and then click Next.
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Step 11: On the Properties page, enter the same VSM domain ID and Cisco Step 12: Review your settings, select Power on after deployment, and then
Nexus 1000V admin user password that you used for the primary VSM (in click Finish.
Step 14 in the “Install the first VSM” procedure earlier in this process), skip

==
. . [*% Deploy O¥F Template =] E3
sections ¢ through e, and then click Next.
Ready to Complete
— i ?
(] Deploy OVF Template mEE Are these the options you want o use?
Properties
Customize the software solution For this deployment,
Source
CNF Template Details When you click Finish, the deployment: task will be started.
End User License Agreement DeElolﬁme”t settings:
Source ) w ) OVF File: C:\Usersiysathiam|DownloadsiN1ky|Mexus1000v.4.2.1.5...
O\f; Temglfate Details = Deplovment Configuration Download size: 1221 MB
g : ) )
sz LICEHS? EoLzman a. ¥5M Domain ID Mﬁ Size on disk: 3.0GE
Mame and Location Disk, Format
Deployment Confiquration DomainId Metwork Mapping Mame: DC-NLky-¥5H-2
Storage Enter the Domain Id {1-4095), Properties Folder: 1ok,
Disk Format 0 Ready to Complete Deployment Configuration: Mexus 1000Y Secondary
Metwork Mapping Host/Cluster: chas1-s8.cisco.local
Properties Datastore: chas1-s&-local
Ready bo Complete b. Nexus 1000¥ Admin User Password Disk pravisioning: Thick Provision Eager Zeroed
Password Metwork Mapping: “Cantrol” to "M1ky_Control_Packet”
Enter the password. Must contain at least one capital, one lowercase, one number, Metwaork Mapping: "Management” to "Niky_Management”
Enter password I******** Metwork Mapping: Packet" to "M1ky_Control_Packet
1P Allocation: Fixed, IPv4
Confirm password I********| Property: Damainld = 10
Property: ManagermentIpi4 = 0,0.0.0
Property: ManagementIp¥4Subnet = 0.0.0.0
c. Management IP Address Praperty: GatewayIphd = 0,0.0.0
ManagementIp¥4
Enter the ¥SM IP in the Following Form: 192,168.0,10
o ., o0 ,0 .0
d. Management IP Subnet Mask —
¥ Paower on after deployment
ManagementIp¥4Subnet
Enter the Subnet Mask in the Following Form: 255,255,255.0
o ., o0 ,0 .0
= | [ |
Help < Back | Finish Cancel |
Help | < Back. | Mext = I Cancel |
Step 13: Right-click the secondary VSM VM in the vSphere Client window,

choose Open Console, and then wait for the secondary VSM to finish the
boot process and display the login prompt.

Next, you verify that the secondary VSM has joined the high-availability
cluster along with the primary VSM.

Step 14: Open a SSH client, and then log on to the management IP address
of the primary VSM, set in Step 14 of the “Install the first VSM" procedure
(Example: 10.4.63.28).
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Step 15: Verify that the system is in high availability mode, and then verify
that Sup-1 and Sup-2 have been detected and are in active or standby state.
N1kvVSM# show system redundancy status
Redundancy role
administrative: primary

operational: primary

Redundancy mode

administrative: HA

operational: HA

This supervisor (sup-1)
Redundancy state: Active
Supervisor state: Active
Internal state: Active with HA standby

Other supervisor (sup-2)

Redundancy state: Standby

Supervisor state: HA standby
Internal state: HA standby
N1kvVSM# show module
Mod Ports Module-Type Model Status
1 0 Virtual Supervisor Module Nexusl000V  active *
2 0 Virtual Supervisor Module Nexusl000V  ha-standby
Mod Sw Hw
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Mod MAC-Address (es) Serial-Num

1 00-19-07-6c-5a-a8 to 00-19-07-6c-62-a8 NA
2 00-19-07-6c-5a-a8 to 00-19-07-6c-62-a8 NA
Mod Server-IP Server-UUID

1 10.4.63.28 NA NA
2 10.4.63.28 NA NA

* this terminal session

Configuring Virtualized Hosts to Use the Cisco Nexus 1000V Switch

1. Configure port profiles
2. Prepare Cisco UCS B-Series server for VEM
3. Install VEM using vSphere Update Manager

In this process, you configure port profiles and deploy Virtual Ethernet
Modules (VEMSs) by configuring the virtual machines to use the Cisco Nexus
1000V switch.

You use port profiles to configure interfaces, and you can apply similar
configurations to multiple interfaces by associating port profiles to the
interfaces. In VMware vCenter Server, port profiles are represented as port
groups. Port profiles are created on the VSM and are propagated to the
VMware vCenter Server as VMware port groups. After propagation, port
profiles appear within the VMware vSphere Client. These include uplink port
profiles for the physical uplinks and port profiles for virtual networks used by
virtual machines and VMkernel ports.
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The VEM is installed on each VMware ESX host as a kernel component; it

is a lightweight software component that effectively replaces the virtual
switch in the VMware environment. In the Cisco Nexus 1000V switch, traffic
is switched between virtual machines locally at each VEM. Each VEM also
interconnects the local virtual machine with the rest of the network through
the upstream switch.

When a new VEM is installed, it is assigned the lowest available module
number from 3 to 66. The VSM tracks the VEM by using the Unique User ID
(UUID) of the VMware ESX server, thus ensuring that if the VMware ESX host
reboots or loses connectivity for any reason, the VEM will retain its module
number when the host comes back online. The VEM will load the system port
profiles and pass traffic even if the VSM is not up. If there is a connectivity
problem between VEM and VSM, the VEM will continue to switch packets

in its last known good state. After communication is restored between VSM
and VEM, the VEM is reprogrammed with the last-known good configuration
from the VSM.

Configure port profiles

You can apply a port profile on a virtual interface by using the vethernet
keyword for the port-profile type or on a physical interface by using the
Ethernet keyword for the port-profile type.

A system VLAN is used to configure and initialize the physical or virtual
ethernet ports before the VSM has established communications with the
VEM. Interfaces that use the system port profile and that are members of
one of the defined system VLANSs are automatically enabled and can begin
forwarding traffic, even if the VEM does not have communication with the
VSM. Critical host functions can be enabled even if the VMware ESXi host
starts and cannot communicate with the VSM.
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Table 5 lists the VLANs you create for the Cisco Nexus 1000V Series switch

and provides a description of each VLAN.

Table 5 - VLANSs for Cisco Nexus 1000V Series switch

VLANSs VLAN name Description

148 Servers_1 Virtual Machine Network Data
149 Servers_2 Virtual Machine Network Data
150 Servers_3 Virtual Machine Network Data
154 FW_Inside_1 Firewall-protected servers

155 FW_Inside_2 Firewall and IPS protected servers
157 VDI_Clients VDI Client secured servers

160 1kv-Control Cisco Nexus 1000V Control

161 vMotion VMware vMotion

162 iISCSI iISCSI transport traffic

163 DC-Management | Data Center Management Traffic

Step 1: Launch an SSH client, and then log in to your VSM CLI by using
the IP address, default username (admin), and password you set when

you installed the VSM in Step 14 of the “Install the first VSM” procedure
(Example: 10.4.63.28).
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Step 2: Create the VLANs required for your setup. Refer to Table 5 for a list
of VLANs and their descriptions.
DC-N1kv-VSM# configure terminal
DC-N1kv-VSM(config) # vlan 148
DC-N1kv-VSM(config-vlan)# name Servers 1
DC-N1kv-VSM(config-vlan)# wvlan 149-157

(

( )
DC-N1kv-VSM(config-vlan)# vlan 160
DC-N1kv-VSM(config-vlan) # name lkv-Control
DC-N1kv-VSM(config-vlan)# vlan 161
DC-N1kv-VSM(config-vlan)# name vMotion
DC-N1kv-VSM(config-vlan)# vlan 162
DC-N1kv-VSM(config-vlan)# name iSCSI
DC-N1kv-VSM(config-vlan)# vlan 163
DC-N1kv-VSM(config-vlan) # name DC-Management
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The control and management VLANSs are defined as system VLANS, as are
VMware VMkernel iISCSI VLANs connecting to storage and VLANs used
with vMotion traffic. Port profiles that contain system VLANs are defined

as system port profiles. In the deployment in this guide, the Cisco UCS
C-Series server is physically connected to two different switches in a fabric
extender (FEX) in straight-through mode. In this setup, port-channel was not
configured in the upstream switches. Therefore the deployment uses MAC-
pinning, which enables Cisco Nexus 1000V to span across multiple switches
and provides a port-channel-like setup, but does not require port-channel
configurations to be made in the upstream switches. For a Cisco UCS
B-Series server in the Cisco SBA design, the fabric interconnects are set up
in end-host mode; therefore, MAC-pinning is used for Cisco UCS B-Series
servers as well.

Step 3: Create an uplink port profile named System-Uplink.

port-profile type ethernet System-Uplink

vmware port-group

switchport mode trunk

switchport trunk allowed vlan 148-157,160-163

channel-group auto mode on mac-pinning

no shutdown

system vlan 160,162-163

description B-Series Uplink all traffic

state enabled
The channel-group auto mode on mac-pinning command statically binds
the virtual machine’s vNICs to a given uplink port. If a failover occurs, the
Cisco Nexus 1000V switch sends a gratuitous Address Resolution Protocol
(ARP) packet to alert the upstream switch that the MAC address of the VEM

that was learned on the previous link will now be learned on a different link,
enabling failover in less than a second.
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Step 4: If you have a Cisco UCS C-Series server that has separate physical
interface connections to both an upstream management switch and physical
interfaces for the data path, as shown in Figure 12, then you need to create

a port profile for the VMware VMkernel management interface and a second
upstream port profile for data traffic. An example of this scenario would be
an ESXi management VMkernel interface connected to the management
switch, and the rest of the data traffic is sent out of an interface connected to
the Cisco Nexus 5500 Series switch.

Figure 12 - Cisco UCS C-Series server with separate management interfaces
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The management console is controlled by the VMware vSwitch by default
as part of the initial installation of the VMware ESXi. It is the management
interface of the VMware vSphere Client, from which VMware vCenter Server
configures and manages the server.
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Create a port profile to carry the management console traffic.

port-profile type ethernet ESXi-Mgmnt-Uplink
vmware port-group
switchport mode access
switchport access vlan 163
channel-group auto mode on mac-pinning
no shutdown
system vlan 163
description C-Series {Uplink for ESXi Management}
state enabled
If you are using an installation where multiple Ethernet port profiles are

active on the same VEM, it is recommended that they do not carry the same
VLANSs. The allowed VLAN list should be mutually exclusive.

Create a port profile that carries data traffic.

port-profile type ethernet 10G_CSeries
vmware port-group
switchport mode trunk
switchport trunk allowed vlan 148-157,160-162
channel-group auto mode on mac-pinning
no shutdown

description Uplink for C-Series
system vlan 160,162
state enabled

It is recommended that you assign Control/Packet, IP Storage,
Service Console, and Management Networks VLAN IDs as system
VLANS.

Next, you configure port profiles for VMkernel ports and VMs.
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Step 5: Configure the port profile for the virtual machine network to which Step 8: For Layer 3 communication between the VSM and VEM, a port

all the servers in VLAN 148 will be associated. profile of type vEthernet is needed that is capable of Layer 3 communica-
port-profile type vethernet Servers V1148 tion. Create a vethernet port profil_e for the VMkernel jnterfaces that will be
vIware port-group - _us_ed for L3 control. In this setup,_ since the Vl\_/Iker_neI interface of the host
isin VLAN 163, create the following port profile with capability I3control
switchport mode access enabled.

i tchport lan 14
ShLtchport access voan 8 port-profile type vethernet nlkv-L3

capability 13control

no shutdown

state enabled
vmware port-group

Step 6: Configure the port profile for vMotion VMkernel ports. switchport mode access
port-profile type vethernet vMotion switchport access vlan 163
vmware port-group no shutdown
switchport mode access system vlan 163
switchport access vlan 161 state enabled

no shutdown Step 9: If you have other virtual machine traffic and VMkernel ports, config-

ure additional port profiles according to Step 5 through Step 7 based on the
type of port profile needed.

state enabled

Step 7: Configure the port profile for storage (iISCSI) VMkernel ports.
port-profile type vethernet iSCSI
vmware port-group
switchport mode access
switchport access vlan 162
no shutdown
system vlan 162
state enabled
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Step 10: Once all the port profiles are created, launch the vSphere Client, Step 3: Define the additional VLANs from Table 5 (VLANs 160 and 163)

connect to vCenter Server, navigate to Home > Inventory > Networking, that need to be passed to the vNIC and to the Cisco Nexus 1000V switch.
and then verify that the port profiles have synced with vCenter. In the figure Ensure that the control and management VLANs used by the Nexus 1000V
below, the ethernet Uplink profiles appear with the green adapter icon, and switch are defined and assigned to the vNICs on each of the server’s service
the vethernet profiles appear with the blue circle icon. profiles, as shown in the following figure.
_r vCenter.ciscolocal - ¥Sphere Client
File Edit ‘iew Inventory Administeation  Plug-ins  Help —_—— T =
ﬁ ﬁ Q Hl:lme [} @ Inventl:lrl:"l [} g Netwurklng i = D L Type E:::T:rsnsunvt ; Mative N::Nihsﬂng Primary ry YLAN Name: Mu\t\tsst?uhtvNamefAﬁ
a k£ & . — =
=) [..E) wiZenter, cisco, local EEE
= 10k
g;; M1kesH Getting Started - -
= ﬂ eeeeee A or Permissions [ vLan Group e hevsh\plFau\til zzzzzz I
TS ) o V A 4
i fOscaetes What is a vSphere [ OV A4 L
i Esxi-Mgmnt-Uplink T — T i
B System-Uplink Avaphere Distributed
B Unused_Or_Quarantine_Uplink across all associated For each vNIC mapped to the Cisco Nexus 1000V switch, ensure that
oy 1551 rnaintain consistent ne the Enable Failover check box is cleared, as recommended for VMware
% ;”W“ B across hosts. installations in the Cisco SBA—Data Center Unified Computing System
ervers_! :
&, Unused_Or_Quarantine_veth Distributed wvirtual nety Depioyment Guide.
£, wMation three parts. The first
) TESTM level, where vSphere
[ ucs and hosts and distriy Install VEM using vSphere Update Manager
5 P _Inside_¥L154 vSphere Distributed 5

There are several ways to install the VEM:

) i - Using SSH by connecting directly to the VMware ESXi host
Procedure 2 Prepare Cisco UCS B-Series server for VEM )
- Using vSphere remote CLI

If you are installing a Cisco Nexus 1000V Series switch VEM on a Cisco UCS - Using VMware vSphere Update Manager (VUM)

B-Series server, you must prepare the server for the VEM installation. If you When you use the VMware VUM, you do not have to manually install the
are not installing a Cisco Nexus 1000V switch VEM on a Cisco UCS B-Series Cisco Nexus 1000V VEM. VUM obtains the VEM software from the VSM
server, skip this procedure. through the web server hosted on the VSM. When you add a host to the

Nexus 1000V switch, VUM installs the VEM software automatically.

Step 1: Launch Cisco UCS Manager. o ) )
VMware vCenter Server sends opaque data containing the switch domain

Step 2: In the navigation pane, navigate to the LAN tab, and then choose ID, switch name, control and packet VLAN IDs, and system port profiles to
VLANS. the VEM, which the VEM uses to establish communication with the VSM and

download appropriate configuration data.
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Each VEM has a control and packet interface. These interfaces are not man-
ageable and configurable by the end user. The VEM uses the opaque data
provided by the VMware vCenter Server to configure the control and packet
interfaces with correct VLANs. The VEM then applies the correct uplink port
profiles to the control and packet interfaces to establish connection with the
VSM. There are two ways of communicating between the VSM and the VEM:
Layer 2 mode or Layer 3 mode. Layer 3 mode is the recommended option,
where the control and packet frames are encapsulated through UDP.

In the Layer 3 mode, you must associate the VMware VMkernel interface to
the port profile configured with L3 control option. The L3 control configura-
tion configures the VEM to use the VMkernel interface to send Layer 3
packets.

Step 1: In the vSphere Client, navigate to Home, and then under Solutions
and Applications, choose Update Manager.

Step 2: Navigate to the Configuration tab, click Download Settings, and
then ensure that for the Custom Patch Type, Enabled is selected and the
Connectivity status is Connected.

Update Manager Administration for vCenter.cisco.local

Step 3: Navigate to Home > Inventory > Networking, select the Cisco
Nexus 1000V Series switch you created, and then in the work pane, on the
Getting Started tab, click Add a host.

8 Configuration W20 Satch A Upgrades
Settings Download Settings
Hetwork Cornectivity
Download Sources
Downioad Sett
> Dowiniad Settings & Direct connection to Trkernet - download new patches and YA upgrades either at intervals specified in Download dd Dawnlaad Source...
Download Schedule: Schedule or inmediately by dicking the Download Now buttan below
Maotification Check Schedule
Encbled  |Updat... |Com... |Downioad Source | Deseripti... | Connectivity Statt
Wirtual Machine Settings I ViMware ESX  hitp: mware: UMPRODUCTIOMmsinAmw-depot-inde. . Dowenloa.. Connected
E54 HostjCluster Settings ¥ VMware ESK  hiip: vmware Dowenioa... Cannected
~ Custom ESH M UMPRODUC TION) -tlepot..  Dowvnloa... Connected
vhep 3ettings ¥ VMware vas  hite ciates vmware mil Downioa... Cannected
< o ml

.;:l vCenter.cisco.local - vsphere Client

File Edit Yiew Inventory Administration Plug-ins Help

ﬁ @ |E} Home b gF] Inventory b Q‘ Metworking

d B & &
= Ej entir.cisco.local Nikw¥5M
= 10 ! s
ﬂ M1kyYsM Getting Started S0 S rfiguration | Wi
5 e (0]
& 10G-Ceries What is a vSphere Distributed Switch?

B ESki-Mgrmnt-Uplink.
B System-Uplink Av3phere Distributed Switch acts as a single wvirtual s

B, Unused_Or_Quarantine_Uplink across all associated hosts. This allows virtual machine
2, iscsl maintain consistent network configuration as they migr:

2, nikvl3 across hosts.
2 Servers_VI148

%ﬂ Unused_Or_Quarantine_veth Distributed virtual networking configuration consists of

2, vhation three parts. The first part takes place at the datacente
[ TEsTL level, where wSphere Distributed Switches are created,
[ ues and hosts and distributed port groups are added to

& P _Inside vLi54
9§ FW_Inside_YL1SS
& Fw_Outside_WL153
1§ Miky_Conkrol_Packet
1§ Miky_Management

vEphere Distributed Switches. The second part takes

place at the host level, where host ports and netwarkin
services are associated with w3Sphere Distributed Switc
either through individual host networking configuration
using host profiles. The third part takes place at the vir

% ikl machine level, where virtual machine NICs are cannect
% V01 Clients ta distributed port groups either through individual virty

© M Network maching MIC configuration or by rmigrating virtual mach
RS200 Data Center networking frorm the vSphere Distributed Switch itself.

Basic Tasks

Ef Add ahost

At this point, you are ready to install a VEM.
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Step 4: In the Add Host to vSphere Distributed Switch wizard, select the
host on which you want to install VEM, select the check boxes next to the
physical adapters to provide connectivity between the vDS and the host,
and then in the Uplink port group column, in the list, choose the uplink port
profile you created in Step 3 of Procedure 1 “Configure port profiles”. Click
Next.

r'— Add Host to vSphere Distributed Switch

Select Hosts and Physical Adapters
Select hosts and physical adapters to add to this vSphere distributed switch,

select Host and Physical Adapters Settings...  Wisw Incompatibls Hosts...
Netwark Connactivity Hust{Physical adapters | In use by switch | Settings | Uplink pork group
Wirtual Maching Hetwarking B [ c210mz-1.cisco.local iew Details. .
Ready to Complete Select physical adapters
B vmnich wSiikch1 View Detals. . 10G-CSeries
@ wmnicl wSiikchl View Detals. . 10G-CSeries
B vmnicZz wSwitchd View Detals. . ESx-Mgmnt-Uplink
@ vmnics wSwitchd View Detals. . ESi-Mgmnt-Uplink
O @ chast-st.ciscodocal View Detals. .
B [{ chast-sé.cisco.lcal View Details. .,
Select physical adapters
@ vmnico wSnitchd View Detals. . System-Lplink
@ vmnicl wSwitchd View Detals. . System-Lplink
O chast-s7.ciscoldocal View Detals. .
O @ chast-sB.ciscolacal View Details. .,
O @ chasz-st.cisco.local View Details. .,
OB chasz-s3.ciscoldocal View Detals. .

Step 5: On the Network connectivity page, for each source port group, in
the Destination port group list, choose the following values, and then click
Next:

Management Network—n1kv-L3
vMotion—vMotion
iISCSI—iSCSI
This step assigns virtual adapters to an appropriate port group for the traffic

that they are carrying. VmkO, Vmk1 and vmk2 are going to be migrated from
VMware vSwitch to the Cisco Nexus 1000V vDS.

(2] Add Host to vSphere Distributed Switch

Network Connectivity
Select port group to provide netwark connectivity for the adapters on the vSphere distributed switch,

Select Host and Physical Adapters ¥ Assign adapters to a destination port group to migrate them. Ctrl+dlick to mulki-select.
MNetwork Connectivity

Wirbual Machine Metworking

/B Wirtual MICs marked with the warning sign might lose netwark connectivity unless they are migrated bo the wSphers
distributed switch, Select a destination port group in order ko migrate them,

Ready to Complete HostVirtual adapter | Switch | Source port graup | Destination part group
= [@ c2tomg-1.cisco.local
ER  vmko wSwitchid Management Network, nikv-L3
vkl wamitchl wMokion wMokion
By vmk2 wawitchl 1551 iSCS1
B [@ chast-s.ciscodocal
ER  vmko wSwitchd Management Network, nikv-L3
vkl wSwikchi 15251 1SCSI
By vmkz wSwitchi wiotion wMokion
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Step 6: If you have virtual machines already assigned to the host, select
Migrate virtual machine networking, and in the Destination port group list
for each virtual machine, choose the appropriate destination port group, and
then click Next.

If you do not currently have VMs running on this host, once you
have created VMs on the host you can begin at this step to assign
the Cisco Nexus 1000V virtual switch for the new VMs. When

a new virtual machine is provisioned, the server administrator
selects the appropriate port profile. The Cisco Nexus 1000V
Series switch creates a new switch port based on the policies
defined by the port profile. The server administrator can reuse
the port profile to provision similar virtual machines as needed.

E-T,JAdd Host to vSphere Distributed Switch = B3

virtual Machine Networking
Select virtual machines or netwark adapters to migrate to the vSphere distributed switch.

Select Host and Physical Adapters I¥ Migrate virtual machine netwarking
Metwark Connectivity
3_“:’”:‘;””:‘“"“ (@ Assign VMs or nebwark adapters to a destination port group to migrate them. Ctrhclick to multi-select,
irtual lachine
Ready to Complete Hosk{Virkual machine hebwark adapter | NIC count | Source port group | Destination port group
Bl [ c210m2-1.cisco local
2 G [WinZo08-Testl 1 Servers_Vil4a
BB Network adapter 1 Servers_l Servers_vIl4d

Network adapter details

Assign port group. .

WinZ008-Test1
Host: c210m2-1.ciseo.local
Network adapter 1
MAC address: 00:50:56:42:5d:85
Adapter bype: WMENET 3

] | KT e 1

Help < Back | Mext = I Cancel
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Step 7: On the Ready to Complete page, verify that the settings for the new Step 9: When the host has completed the Update Network Configuration

vSphere distributed switch are correct, and then click Finish. Existing inter- task, navigate to Inventory > Hosts and Clusters, select the host name, navi-
faces from other hosts are included in the display, because it represents a gate to the Configuration tab, choose Networking, and then click vSphere
switch that is distributed across multiple hosts. Distributed Switch. View the results of the configuration.
dd Host to vSphere Distributed Switch H[= B isco.local ¥Mware ESXi, 23860 | Evaluati
Ready to Complete Configuration
Verify the settings for the new vSphers distributed switch,
Hardware View:  ySphere Standard Switch | [ vSphere Distributed Switch
Pracessors Networking Reftesh
Zeltect 1nzt and Thy_tsica\ Adapters N A Mermory
Network Connectivit:
V:t::‘"lw;h:'::;gt'wmn . . , f\lzrv‘:ugfhng ¥ Distributed Switch: N1k Manage Wirtual Adagters...  Manage Physical Adapters... Praperties...
Ready to Complete @ iscst % =/ Unused_Or_Quarantine_Uplink Storage idapters NkvsM @
[ ¥MKkemel Forts (2] ] UpLinkDd (0 NIC Adapers) Network Adapters —
vmk! : 10.4.62,101 OHT 5 UplLinkD1 (0 MIC Adaptsrs) Advanced Settings 2 i5csr Q| % Unused_Or_Quarantine_Uplink. 5]
vinkz : 10.4.62.95 e 16 UpLinkD2 {0 NIC Adapters) Fower Managemant = YMkermel Ports (1)
virtwal Machines (0 (- Hew Port chasi-sé.ciscalocal — k2 £ 10.4.62.95 aH
= 6 UpLinki'3 (0 NIC Adapters) it Virtusl Machines () |: ZEELSE 0 ‘
£ nikv-L3 B T New Port chasi-sé.ciscoocal Licensed Features =
(=1 ¥Mkarnel Parts (2) =1 T UpLinki4 (0 NIC Adapters) Time Canfiguration & nikel3 e % =] ESxi-Mgmnt-Uplink. Q
vmkd : 10.4.63.101 e - NewPort c210m2-1.cisco.local DS and Routing (=1 Mkernel Parts (1) | | =8 Uplinkn2 (1 NIC Adapter)
k0 : 10'4:53‘95 oH> | Mew Port chasi-sé.cisco.local uthentication Services kil : 10,4.63.95 o | | 58 Uplinknz (1 NIC Adapter)
Virtusl Machines (0) 51 ) URLinkis (0 NIC Adapters) Powwer Management virbual Machines (0}
= -{ Wew Port cztome-1.cisco.Jacal Vitusl Machine Startup/Shutdonn = 1106 Ceries )
8 Servers V148 % )+ Mew Port chasi-sé ciscalacal itus) Mchine Swapflls Location 8 Servers_Wil4s 9| |%| 1| | %8 uplinkno (1 NIC Adapter)
[ ¥irtual Machines (1) =1 ) UpLinkn6 (0 NIC Adapters) — = Vit Machines (1) o | #8 Uptinket (1 nic adapten
Win2008-Test1 I - Wew Port cztome-1.cisco.lacal st e Corfiguration Win2008-Test1 aHD
e (| Wew Port chas1-s6.cisco.local i o -
© Unused_Qr_Quaranting_¥. % = & UpLinkn7 (0 MIC Adapters) Ays Et"LME;D:“E meaten & Unused_Or_Quarantine V.. Q| %
Wirtusl Machines (0) I Mew Part e210m2-1.cisco.local A:En d : tt\”DS Virtual Machines (0)
- £+ Mew Port chast-sé.ciscolacal vaneer etngs -
2 yMation B =1 65 UpLinkis (0 NIC Adapters) 8 yMotion Q| %
EIVMkernel Ports (2) 1]+ Wew Port c21omz-1.cisco.lacal =) ¥Mkernel Ports (1)
T oo (| WewPort chasi-sé.ciscalocal kL £ 10.4.61.95 eH
wmkZ : 10,461,101 oH =18 UpLinkDg (0 NIC Adapters) Wirtual Machines (0}
Virtusl Machines (0) - Wew Port cztome-1.cisco.Jacal -
[} (| Wew Port chas1-s6.cisco.local
=1 & UpLink10 (0 MIC Adapters) |
Help <back [ Fnsh | concel |
A

Step 8: Inthe vSphere Client, in the Recent Tasks pane, monitor the reme-
diation of the host.
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Cisco Virtual Machine Fabric Extender
Configuration and Deployment

A VMware virtualized server implementation consists of one or more VMs
that run as guests on a single physical server. The guest VMs are hosted
and managed by a software layer called the hypervisor or virtual machine
manager (VMM). Typically, the hypervisor presents a virtual network inter-
face to each VM and performs Layer 2 switching of traffic from a VM to other
local VMs or to another interface to the external network.

Working with a Cisco virtual interface card (VIC) adapter, the Cisco Virtual
Machine Fabric Extender (VM-FEX) bypasses software-based switching
of VM traffic by the hypervisor for external hardware-based switching in
the fabric interconnect. This method reduces the load on the server CPU,
provides faster switching, and enables you to apply a rich set of network
management features to local and remote traffic.

Cisco VM-FEX extends the IEEE 802.1Qbh port extender architecture to the
VMs by providing each VM interface with a virtual Peripheral Component
Interconnect Express (PCle) device and a virtual port on a switch. This
solution allows precise rate limiting and quality of service (QoS) guarantees
on the VM interface.

This deployment will guide you through deploying Cisco VM-FEX on a
Cisco UCS B-Series Blade Server system running Cisco UCS Manager
version 2.1 software and a VMware ESXi version 5.0U1 virtual machine.

Virtualization with a Virtual Interface Card Adapter

A Cisco VIC adapter, such as the Cisco UCS VIC 1240, VIC 1280, or M81KR
Virtual Interface Card, is a converged network adapter that is designed

for both single-OS and VM-based deployments. The VIC adapter supports
static or dynamic virtualized interfaces, which include up to 256 virtual
network interface cards (VNICs) depending on the VIC model in use. VIC
adapters support Cisco VM-FEX in order to provide hardware-based switch-
ing of traffic to and from virtual machine interfaces.

In a VMware environment, Cisco VM-FEX supports the standard VMware
integration with VMware ESX hypervisors installed on the server and all
virtual machine management performed through the VMware vCenter.
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Cisco VM-FEX Modes of Operation

Cisco VM-FEX ports can operate in standard mode or high-performance
mode:

= Standard mode—Traffic to and from a virtual machine passes through
the distributed virtual switch (DVS) and the hypervisor.

= High-performance mode—Traffic to and from a virtual machine (VM)
bypasses the DVS and hypervisor. Traffic travels directly between VMs
and the virtual interface card (VIC) adapter.

The benefits of high-performance mode are as follows:
- Increases I/0O performance and throughput
- Decreases I/0O latency
- Improves CPU utilization for virtualized I/O-intensive applications

With VMware, high-performance mode also supports vMotion. During
vMotion, the hypervisor reconfigures links in high-performance mode to
be in standard mode, transitions the link to the new hypervisor, and then
reconfigures the link to be in high-performance mode.

O\  Reader Tip

For more information about Cisco VM-FEX please see:
http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/
vm_fex/vmware/gui/config_guide/2.1/b_GUI_VMware_VM-FEX_
UCSM_Configuration_Guide_2_1_chapter_01.html

The Cisco VM-FEX deployment assumes that you have followed the
“VMware vSphere Installation and Setup” section of this document, and that
the following is true:

- Aserver exists and is running vSphere Client
- AvCenter Server exists and manages the ESXi hosts

- A Cisco UCS Manager service profile has been created (either with
local disk or SAN boot policy) and has been associated to a Cisco UCS
B-Series blade server with a Cisco UCS VIC

- VMware ESXi has been installed and is operation on the target
Cisco UCS B-Series blade server
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Configuring a Service Profile with Cisco VM-FEX

1. Configure dynamic vNIC connection policy
2. Configure a high-performance BIOS policy

3. Modify service profile

This deployment will guide you through deploying Cisco VM-FEX on a
Cisco UCS B-Series Blade Server system running Cisco UCS Manager
version 2.1 software and a VMware ESXi version 5.0U1 virtual machine.

To configure Cisco VM-FEX in this deployment, you will require access to
Cisco UCS Manager for the Cisco UCS B-Series blade servers deployed
in the Cisco SBA—Data Center Unified Computing System Deployment
Guide and used previously in this guide, and you need access to the
VMware vCenter server deployed earlier in this guide.

Configure dynamic vNIC connection policy

The maximum number of dynamic vNICs available to configure per

Cisco UCS B-Series blade server for Cisco VM-FEX is dependent on many
factors. For more information please consult:
http://www.cisco.com/en/US/solutions/collateral/ns340/ns517/ns224/
ns944/vm_fex_best_practices_deployment_guide_ns1124_Networking_
Solutions_White_Paper.html

This guide uses the default setting for the number of dynamic vNICs to
assign in Step 3.

This procedure modifies an existing service profile deployed in the Data
Center Unified Computing System Deployment Guide.

Step 1: In a browser, connect to Cisco UCS Manager by using your
Cisco UCS virtual management IP address.

Step 2: Click Launch UCS Manager, and then log in to Cisco UCS Manager
by using your administrator username and password.
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Step 3: In the navigation pane, click the LAN tab, and then expand LAN >
Policies > root > Dynamic vNIC Connection Policies.

Step 4: Right-click Dynamic vNIC Connection Policies, and then click
Create Dynamic vNIC Connection Policy.

Step 5: On the Create Dynamic vNIC Connection Policy dialog box, enter
the following, and then click OK:

Name—IOM_to_FI_4-Link

Description—VMFEX Policy for VMware

Number of dynamic vNICs—54 (or your configuration-specific value)
- Adapter Policy—VMWarePassThru

Protection—Protected (allows Cisco UCS to choose whichever fabric is
available)

~ Create Dynamic ¥NIC Connection Policy E

Create Dynamic vNIC Connection Policy

Mame: {IOM_to_FI_4-Link
Mumbet of Dynamic vWICs: |54

Adapter Policy: AJMWaraPassThru -
T

Description: gMFEx Policy for YMware

Prutectiun:]’(" Pratected Pref & (" Protected Pref B Prntacted|

Cancel

Step 6: On the confirmation dialog box, click Yes.
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Configure a high-performance BIOS policy

In order for Cisco VM-FEX to operate in high-performance mode, you must
enable the following settings in the BIOS policy:

- Processor—Virtualization Technology (VT) and Direct Cache Access
- Intel Directed IO

o VT for Directed IO

o Interrupt Remap

o Coherency Support

o ATS Support

o Pass Through DMA Support

Step 1: Inthe Cisco UCS Manager navigation pane, click the Servers tab,
and then expand Servers > Policies > root > BIOS Policies.

Step 2: Right-click BIOS Policies, and then click Create BIOS Policy.

Step 3: Follow the instructions in the Create BIOS Policy wizard and note
the following:

- On the Main page, enter the name of the BIOS policy, and then click
Next.

+ Create BIOS Policy

Unified Computing System Manager

Create BIOS Policy

L. ' Main

2 Processor

3 DIntEI Directed 10
& RAS Memory

S L Serial Port

6 Lluss

e DPCI Configuration

8 Eoot Options

9.

Server Management
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- Onthe Processor page, for Virtualization Technology (VT) and Direct
Cache Access, select enabled, and then click Next.

+ Create BIDS Policy

Unified Computing System Manager

Create BIOS Palicy Processor

1 Main

+ V processor
Intel Directed [0
RS Memary
Serial Port
LISE

a P Configuration
Bioot Options
Server Management

Platform Default -

® @ 3 e B L

i

- Onthe Intel Directed IO page, for all options, select enabled, and then
click Next.

+ Create BIOS Policy

Unified Computing System Manager

Create BIOS Palicy Intel Directed 10
L Main
2. processor
3. VIntel Directed 10 ﬁ
4. DRAS Memory (11
E Serial Port ‘ L o .
6. UsB neEe———
7 0 PCI Configuration "'. o ot
& geot options  diid @ enabled € Pltforn Deft|
9 Server Management (11
|» 3 s
11
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- Onall remaining pages, accept the defaults by clicking Next.

- On the Server Management page, click Finish. This completes the
creation of BIOS policy.

+ Create BIOS Policy

Unified Computing System Manager

Create BIOS Policy Server Management

1 v'Main

- processar

- Intel Directed 10

. VRas Iemary

+  Serial Port

uss

e Configuration

- ¥ Boot Cptions

+ V server Management

PR R S N

Platform Default -
L] - ]

Platform Default

Platformm Default

< Frew | Next > I Finish Cancel

Modify service profile

In this procedure, you edit an existing service profile in order to add the
dynamic vNIC connection policy and BIOS policy created in Procedure
1 and Procedure 2. This allows Cisco VM-FEX for VMware to function
optimally.

Step 1: Inthe Cisco UCS Manager navigation pane, click the Servers tab,
select the service profile that you want to modify for Cisco VM-FEX opera-
tion, and then in the work pane, click the Policies tab.
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Step 2: On the Policies tab, expand the BIOS Policy section, and in the
BIOS Policy list, choose the BIOS policy created in Procedure 2 (Example:
VMwarePassThru), and then click Save Changes.

> g Servers b o Service Profiles 8, root == Service Profile VMFER-Server-1 =5 Service Profile YMFER-Server-1
General [ Storage [ Network[ ISCSI WNICS [ Boaot Order [ Wirtual Machines [ FC Zones i Server Details [ F3M [ YIF Paths [ Faults [ Events

BIOS Policy

BIOS Policy: WMwarePassThru - Zreate BI0S Policy
BIOS Policy Instance:

Firmware Policies

IPMI Access Profile Policy

Power Control Policy

Scrub Policy

Serial over LAN Policy

Stats Policy

Step 3: Click the Network tab, and then in the Actions pane, click Change
Dynamic vNIC Connection Policy.

Step 4: On the Change Dynamic vNIC Connection Policy dialog box, in the
Select the Dynamic vNIC Connection Policy list, choose Use a Dynamic
vNIC Connection Policy.

Step 5: In the Dynamic vNIC list, select the policy created in Procedure 1,
(Example: IOM_to_FI_4-Link), and then click OK. The server reboots after the
policy has been applied.

+ Change Dynamic ¥NIC Connection Policy

Change Dynamic vNIC Connection Policy

Use a Dynamic vMIC Connection Policy -
(L)

IOM_to_FI_4-Link =
(1]
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Configuring Distributed Virtual Switches

1. Install Cisco VEM software bundle
Configure VMware integration

Add a host to the Cisco VM-FEX DVS
Configure VM to use DirectPath I/O

> WD

Install Cisco VEM software bundle

Cisco VM-FEX uses the same VEM software functionality as the Cisco
Nexus 1000V Series switch for creating and using port profiles.

Step 1: In a web browser, navigate to the Cisco website, and then navigate
to Downloads Home > Products > Servers - Unified Computing > Cisco
UCS B-Series Blade Server Software > Unified Computing System (UCS)
Drivers.

Step 2: Select the driver ISO image corresponding to the Cisco UCS
release you are working on.

Step 3: Download the driver package ISO image file, and then save it on
your local disk drive (Example: ucs-bxxx-drivers.2.1.1a.iso).

Step 4: Use an ISO extraction tool in order to extract the contents of the ISO
image.

Step 5: Navigate to VMware > VM-FEX > Cisco > 1280 > ESXi_5.0U1, and

then extract the .vib file labeled cross_cisco-vem-v132-...vib (Example:
cross_cisco-vem-v132-4.211.4.1.0-3.0.4.vib) to your local disk drive.
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Step 6: Launch VMware vSphere Client, and then log into the VMware
vCenter server that you created in Procedure 1 “Install VMware vCenter
Server.”

Next, you upload the locally saved .vib file to the storage system of the
Cisco UCS B-Series server that will be used for Cisco VM-FEX operation.
Step 7: In vSphere Client, select the host.

Step 8: Navigate to Configuration > Storage.

Step 9: Right-click the datastore, and then click Browse Datastore.

Step 10: In the Datastore Browser window, on the Folders tab, create a
folder named Downloads.

Step 11: Double-click the Downloads folder, click the Upload Files to this
datastore icon, and then browse to the folder where you have stored the
VEM vib file.

Step 12: Once complete, browse to the folder, and make sure the file has
been uploaded.

(%) Datastore Browser - [LOCAL-DISK-54] M=

BB RRR X @

Folders |Sear(h I [LOCAL-DISK-54] Downloads

EYil] Hame | Size | Type | Path | Madifis
13 Downloads D cross_cisco-vem-v132-4,2,1.1 .., 3,242,001 KE File [LOCAL-DISK-54] Downloads 1210

Step 13: On the Configuration tab, from the Software list, choose Security
Profile, and then on the Security Profile screen, in the Services section, click
Properties.
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Step 14: If the status of SSH is Running, skip to the next step.

If the status of SSH is Stopped, select SSH, click Options, and under Startup
Policy, select Start and Stop manually, and then click OK.

|J_j Services Properties =l

Remote Access

By default, remote clients are prevented From accessing services on this host, and local clients are prevented From
accessing services on remote hosts,

Unless configured otherwise, daemons will start automatically.

Label | Daemon |
/0 Redirector (Active Directory Se...  Stopped
Metwork Login Server {Active Direc...  Stopped

Ibtd Running
Wpxa Running
ES¥i Shel Stopped
Local Security Authentication Serv...  Stopped
MTP Daeman Stopped
35H Stopped |
Direct Console UL Running
CIM Serwver (%) SSH (TSM-SSH) Dptions [x]
— Status

—Service Properties — Stopped

General

— Startup Policy

Service: " Start automatically if any ports are open, and stop when all ports are closed

Package Information " Start and stop with host

% Start and stop manually

— Service Commands

Skart Stop Restark

QK I Cancel | Help |

[0 | Cancel | Help i

Step 15: Open an SSH client, and then log in to the management IP address
of the ESXi server. This server is the same target Cisco UCS B-Series server
for the Cisco VM-FEX operation.

Step 16: Copy the vib file to the /var/log/vmware/ directory.

# cp /vmfs/volumes/LOCAL-DISK-S4/Downloads/cross cisco-vem-
v132-4.2.1.1.4.1.0-3.0.4.vib /var/log/vmware/
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Step 17: Install the Cisco VEM software bundle.
/var/log/vmware # esxcli software vib install -v cross cisco-
vem-v132-4.2.1.1.4.1.0-3.0.4.vib
Installation Result
Message: Operation finished successfully.

Reboot Required: false

VIBs Installed: Cisco_bootbank cisco-vem-v132-
esx 4.2.1.1.4.1.0-3.0.4

VIBs Removed:

VIBs Skipped:

Step 18: Verify the installation of the Cisco VEM software bundle was
successful.

/var/log/vmware # vem status -v

Package vssnet-esxmn-ga-release

Version 4.2.1.1.4.1.0-3.0.4

Build 4

Date Thu Aug 25 10:47:10 PDT 2011

Number of PassThru NICs are 54
VEM modules are loaded

Switch Name Num Ports Used Ports Configured Ports MTU  Uplinks
vSwitchO 128 4 128 1500 wvmnicO,vmnicl

Number of PassThru NICs are 54
VEM Agent (vemdpa) is running

Configure VMware integration

In this procedure, you integrate VMware vCenter with Cisco UCS Manager in
order to provide a communications path for the Cisco VM-FEX port profiles
created on Cisco UCS Manager to be learned by vCenter. A port profile in
Cisco UCS Manager is represented as a port group in vCenter.

Step 1: Inthe Cisco UCS Manager navigation pane, click the VM tab, and
then expand All > VMware.
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Step 2: In the work pane, click the General tab, and then in the Actions
pane, click Configure VMware Integration.

+ Cisco Unified Computing System Manager - FIG248UP

>» A+ (H) vMware

Canters| Cestfcates | Deltion Tos | Fouks | Everta P |

Step 3: In the Configure VMware Integration wizard, on the Install Plug-in on
vCenter Server page, click Export. Do not click Next until you complete Step
4 through Step 11.

If you click Next on the Install Plug-in on vCenter Server page
before completing Step 4 through Step 11, the vCenter server will
be unable to establish communications with Cisco UCS Manager.

» Configure ¥Mware Integration

Unified Computing System Manager

Install Plug-in on vCenter Server

Configure ¥Mware Integration

1. ¥'Install Plug-in on
wCenter Server

]

Define YMware
Distributed Yirtual
SwikchiDYS)

Define Port Profile:
Apoky Port Profiles ko
Wirbual Machings in wCenter

Server

£ @

Expart Multiple

The Extension plug-in requires that you store the file on the local machine
on which you are running Cisco UCS Manager.
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Step 4: On the Export vCenter Extension dialog box, click the ... button,
browse to the location where you want the exported XML extension files to
be saved, and then click OK.

Export vCenter Extension

Step 5: Copy the exported XML extension files from your local machine
to the server on which you are running vSphere Client, configured in
Procedure 1 “Install vSphere Client”,

Step 6: Launch vSphere Client, and then enter the IP address and login
credentials of the vCenter server.

Step 7: In vCenter, navigate to Plug-ins > Manage Plug-ins.

Step 8: On the Plug-in Manager window, under the Available Plug-ins sec-
tion, right-click, and then click New Plug-in.

) Plug-in Manager

gin Mame T vendor [ version | Status [ Description Trrogress | Errors T
Installed Plug-ins I
VMwars vCenter Storage Mon... Viware Inc. 5.0 Enabled Starags Moritoring and
Reporting
@ VMware vSphere Update Ma...  Viware, Inc, 5.00.. Enabled VMware vaphere Update
Manager extension
& vCenter Hardware Status VMware, Inc, 5.0 Enabled Displays the hardware status of
hests (CIM monitaring)
@ vCenter Servics Status VMwars, Tnc, 5.0 Enabled Displays the health status of

wCenkter services
Available Plug-ins
& Cisco_Nexus_1000V_759875... Cisco Systems, L. 1.0.0  Noclient side d...
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Step 9: On the Register Plug-in dialog box, browse to the location where
you have stored the extension XML file that was copied in Step 5, and then
click Register Plug-in.

= Register Plug-in | X]
Current wCenter Server: IvCenter-l.cisco.Iocal j

Provide an input plug-in xmil file which needs to be registered with wCenter Serwver.
File name: IC:'LVMFE><'Lcisc07ucsfvmwarefvcenterfextn.xml

View #ml: {read-only)

[»

- <extensionData>
- <obj xmins="urn:vim25" versionld="uber" xsi:type="Extension"
xmins:xsi="http:/ /www.w3.0rg/2001/XMLSchema-instance">
- <description=
<label /=
<SUMMary /=
</description=
<key>Cisco-UCSM-dbc91092-0286-11e2-861</key>
<version=1.0.0</version=

<subjectName=/C=US/ST=CA/O=Cisco/OU=NexusCertificate /CN=Cisco_Nexus_1000V_
- <server=
<url /=
- =description=
<label /=
<summary /=
</description=
<company=Cisco Systems Inc.</company>
<type>DVS</type>
<adminEmail /=
</server>
- <client>
<url /=

- =description=
—
RN
4| LH
Help | Register Plug-in | Cancel |

Step 10: In the Security warning message, click Ignore.

Step 11: On the message confirming that the plug-in has registered suc-
cessfully with the vCenter server, click OK.

Step 12: Return to the Cisco UCS Manager Configure VMware Integration
wizard, and then on the Install Plug-in on vCenter Server page, click Next.
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Step 13: On the Defining a VMware vCenter Distributed Virtual Switch
(DVS) page, enter the following, and then click Next:

vCenter Server Name—10k-vCenter

vCenter Server Hostname or IP Address—10.4.48.211
vCenter Datacenter Name—10k

DVS Folder Name—VM-FEX

DVS Name—VM-FEX-10k

DVS—Enable

Any configuration changes related to DVS will now be pushed to VMware
vCenter.

= Configure ¥Mware Integration

Unified Computing System Manager

Configure WWmare Integration Define VMware Distributed Virtual Switch(DVS) 2

+  Install Flugrin on vCenter
Server

2.+ pefine YMware . ¥Center Server
W wCenter Server Name: rLll]kf\lr[lanter
Switch(DYS) )
3. Uefing port profile Description: |
# Doy port Profies to wCenter Server Hostname or 1P Address: [10.4.48.211
Yirtual Machines in wCenter
Server
 Datacenter
wCenter Datacenter Name: |10k
Description: |10k Datacenter
-D¥S Folder

Folder Name: rLVMfFEx
)

Description: I

-DYsS

DHS Mame: r]:.'M—Hzx—mk
)

Description: |

DYs ( Disable (& Enable
(L]

Port profiles contain the properties and settings used to configure virtual
interfaces in Cisco UCS. In VMware vCenter, a port profile is represented as
port group. At least one port profile client for a port profile has to be con-
figured, if you want Cisco UCS Manager to push the port profile to VMware
vCenter. The port profile client determines the DVS to which a port profile is
applied. In the following step you define the initial port profile to be added to
the DVS, then in a later step, you can add more port profiles (VLANS) to the
DVS.
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Step 14: On the Define Port Profile page, in the Port Profile group box, enter
the following:

Name—DC_Management
Network Control Policy—CDP-En-LinkLoss

- Max Ports—64 (the default number of ports that can be associated with
a single DVS)

Step 15: In the VLANS list, for the VLAN that you want to associate to your

first port profile (Example: DC_Management), select Select, and then select
Native VLAN.

If the virtual machine can tag the traffic, it is not necessary to
select Native VLAN.
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Step 16: In the Profile Client group box, enter the following, and then click
Next:

Name—DC_Management
Datacenter—10k

Folder—VM-FEX

Distributed Virtual Switch—VM-FEX-10k

2 Ul J [J L = cl AUl C
Configure ¥YMware Integration Deflne Port Proflle
1 ¥ Install Plug-in on wCenker
Server
2. 'Define WMware Distributed
Wirbual Swibch(DYS
DC_Management
3. V'pefine Port Prafile e 2
4 Dnggly Pt Profiles bo <not set> h
Wirbual Machings in vCenter COP-En-LinkLoss -
Server !
6
«<nok seti -
Select Hame Native YLAN =]
- idzFault [al -
= DC_Management Il
- Fuy_Inside_1 [
| Fud_Inside_2 '@
Il Fud_Outside el
- M1kyv-Contral el
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Step 17: On the Apply Port Profiles to Virtual Machines in vCenter Server
page, click Finish. Cisco UCS Manager connects to the vCenter Server,
creates the specified DVS, and applies the port profile.

Step 18: In Cisco UCS Manager, click the VM tab, expand All > Port

Profiles, and then select the port profile you created in Step 14. (Example:
DC_Management)
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Step 19: In the General tab, in the Properties section, for Host Network 10
Performance, select High Performance, and then click OK.

High-performance mode allows traffic to and from a VM to bypass the
software DVS and hypervisor.

=> 4l =] Port Profiles + =] Port Profile DC_Management =] Port Profile DC_Management
| W LANS [ Profile Clients [ Virtual Machines [ Events

CDP-En-LinkLass -

© ane @ Hoh peformance

(1}
<nok set> <

Step 20: If you want to create additional port profiles, in Cisco UCS
Manager, click the VM tab, expand All > Port Profiles, right-click, and then
click Create Port Profile.

If you do not want to create any additional port profiles, skip to Step 23.

Step 21: On the Create Port Profile dialog box, enter the following
information:

Name—Servers_2 VI149
Network Control Policy—CDP-En-LinkLoss

- Max Ports—64 (the default number of ports that can be associated with
a single DVS)

Host Network |0 Performance—High Performance

February 2013 Series

Step 22: Inthe VLANS list, for the VLAN that you want to associate to your
port profile (Example: Servers_2), select Select, select Native VLAN, and
then click OK.

If the virtual machine can tag the traffic, it is not necessary to
select Native VLAN.

+ Create Port Profile

Create Port Profile

Servers_2_¥l149
I

Servers in ¥YLAN 149
{ ] o
o)

T <not set> -

Makive VLAN

default

nlke]

[DiZ_Management
Fi'_Inside_1
Fw_Inside_2
Fi_Outside
M1kw-Control

Servers_1

Servers_2
WDI_Clients
iSCSI
wMation

A |
nliaiEaliciielielielielle]

Next, you create the associated additional port profile client.

Step 23: Right-click on the port profile for which you want to create a profile
client, and then click Create Profile Client.
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Step 24: On the Create Profile Client dialog box, enter the following infor-
mation, and then click OK:

Profile Client Name—Servers_2_VI149

Profile Client Datacenter—10k

Profile Client Folder—VM-FEX

Profile Client Distributed Virtual Switch—VM-FEX-10k

Create Profile Client

Mame: [Servers_Z_¥l149

Description: |Port Profile Client for DYS ¥M-FEX-10k (in YLAN 149}

Datacenter: 10k -
0]
Falder: YM-FEX hd
Distributed virtual Switch:@\u'M-FEX-le hd

The following figures illustrate the successful creation of port profiles in
Cisco UCS Manager and the successful communication of the port profiles
in vCenter.

Figure 183 - Port profiles in Cisco UCS Manager

»» all + =] Port Profiles =] Part Profiles
Part Profiles | Faults | Events | FsM |
14 (=) | &, Fileer | = Expart | i Prink

MName a5 Policy Name WAL
H Port Profile DC_Management
EI Port Profile Management-kernel
El Part Profile Servers_1_ 148
El Port Prafile iSCS1
a Port Prafile «Mation

E

L

February 2013 Series

Figure 14 - DVS created in VMware vCenter

File Edit “iew Inventory Administration Plug-ins Help

@ ‘E} Home b gF] Inventory b Q Metwarking

& B £ &
=N enter-l.ciscn.lncal YM-FEX-10k
= 10k
zy WM-FEX Started | Summary Ports | Configuration |
=] g [WM-FER-10K
B uplink-pg-y-FEX-10k
£, DC_Managemert Narme | Part binding YLAN ID
%n deleted-pg-yM-FEX- 10k %’ 331 Skatic binding
%I i5C31 %l wMotion Static binding
%, Management-Kernel n@m Management-Kernel Static binding
N servers 1 V14G 2, delsted-pg-yM-FEX-10k  Static binding
& s %ﬂ V?’IDEIDH %’ D _Management: Skatic binding
ErvErs_
i VI Matwork B uplink-pg-wM-FEX-10k Skatic binding
n@m Servers_1_WI148 Skatic binding

Add a host to the Cisco VM-FEX DVS

At this point, you are ready to connect the target Cisco UCS B-Series server
for the Cisco VM-FEX operation to the created DVS (Example: VM-FEX-10k).

Step 1: In vCenter, navigate to Home > Inventory > Networking, select the
distributed virtual switch you created, right-click on the DVS, and then click
Add a Host.
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Step 2: Complete the Add Host to vSphere Distributed Switch wizard and - If you have virtual machines already assigned to this ESXi host, on the
note the following: Virtual Machine Networking page, select Migrate virtual machine net-
working, and in the Destination port group list for each virtual machine,

On the Select Host and Physical Adapters page, select the ESXi host you _ o _
choose the appropriate destination port group, and then click Next.

want to add to the DVS (Example: test-chasi1-s4.cisco.local), select the
host's physical adapters that you want to use, and then click Next. In this example, the vmNIC for the VM is being assigned to the

The physical adapters are placed in the uplink port group that was Servers_1_VI148 port group.

automatically created during the creation of the DVS.

%] Add Host to ySphere Distributed Switch

Select Hosts and Physical Adapters
Select hosts and physical adapters to add ta this vSphere distributed switch.

Select Host and Physical Adapters Settings...  Miew Incompatible Hosts. .. |f yOU dO nOt Currently have VMS I’Uﬂnlng on th'S hOSt, once yOU
vettwnlr;:cinnecr:wtlty ; HostfPhysical adapters |In use by switch |Sett|ngs |Llphnkpnrt group have Created VMS on .the hOSt you can begln at thIS Step tO aSSIgn
Irbual Machine hetworking O @ test-czzoms-1.ciscoldo.. View Detalls, . ) A
Ready to Complete OO testczons2cscob.. Yiew etal... the Cisco VM-FEX DVS for the new VMs. When a new virtual
SED e e Ve bt machine is provisioned, the server administrator selects the
Elm o uSeiechd Ve Detais... uplink-ogrh1-FE- 10k appropriate port profile. The server administrator can reuse the
FlEm vmnicl wSwitchd Wiew Details. .. uplink-pg-4-FEX-10k 9 oo a g a q
port profile to provision similar virtual machines as needed.

On the Network Connectivity page, assign the virtual adapters to an
appropriate port group for the traffic that they are carrying, and then

C | I c k N eXt (%! add Host to ¥Sphere Distributed Switch M=l E3
I n th |S exam p | e, th evm Ke me I mana g eme nt n etWO r k p 0 rt g rou p | S bel n g wrtu:;l::ta;'r‘ti:.: r:::::;sk::?\etwnrk adapters to migrate to the vSphere distributed switch.
assigned to the DC_Management port group.

[ Add Host to vSphere Distributed Switch ;j:;;iné;:::g:ical S e

N = N @ Assign YMs or netwark adapters ta & destination port group ko migrate them, Chrl+click to multi-select.
Yirtual Machine Networking

Network Connectivity

Select port group to provide network connectivity For the adapkers on the vSphere distributed switch, Ready to Complete PR e Y S e e el Sl U e G B i
= [@ test-chasi-s4.cisco.local
(5 [ TEST-¥MFER-51 1 [Servers_1_WIl48
Select Host and Physical Adapters & Assign adapters to a destination port group to migrate them, Crel+dick to mulki-select,
Network Connectivity /4 Wirtual NICs marked with the warning sign might lose network connectivity unless they are migrated ko the vSphere
Wirtual Machine Mztwarking distributed swikch. Select & destination part group in order ko migrake them,
Ready to Complete Hostfwirbual adapter | Swikch | Source port group | Destination port group
Bl [ test-chasi-sd.ciscolocal
| kil wSwitchl Management MNetwork. I:'wn':_l'-'laruagement j
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On the Ready to Complete page, verify that the settings for the new
vSphere distributed switch are correct, and then click Finish.

Existing interfaces from other hosts are included in the display, because
it represents a switch that is distributed across multiple hosts.

(22 Add Host to vSphere Distributed Switch _ (Ol x
Ready to Complete
Verify the settings for the new vSphere distributed switch,
Select Host and P.hy. sical Adapters VM-FEX-10k 1=
Metwiork Connectivity.
Wirtual Machine Metworking = ]
Ready to Complete & DC_Management % [=] uplink-pg-¥M-FEX-10k
[=1¥Mkernel Ports (1) Eﬁ UpLinkdd {1 MIC Adapter)
vk : 10.4.63.99 O ] winnicO test-rhas1-s4. cisco.local
Wirtual Machines (00 E@ UpLinkil §1 MIC Adapter)
= ] wmnicl test-chasi-s4 cisco.local
2 deleted-pg-yM-FEX-10k, <) =165 UpLinkD2 {0 MIC Adapters)
Virkual Machines (0) ] Mew Port test-chas1-s4 cisco.local
= =154 UpLinkd3 (0 NIC Adapters) b
2 iscal % ] Mew Port test-chas1-s4 cisco.local
Yirtual Machines (00 =1 LUpLink4 {11 HIC Adapters)
iz [ Mew Port test-chas1-s4, cisco. local
B Servers_1_vl14s [+ =1 T UpLink0s {0 HIC Adapters)
[=1 Virkual Machines (1) ] Mew Port best-chas1-s4. cisco. local
TEST-WMFE®-51 =16 UplLink0e {0 MIC Adapters)
e [ Mew Port test-chas1-s4, cisco, local
& wMotion % =1 T UpLink0? {0 HIC Adapters)
Virtual Machines (03 [ Mew Port test-chasi-s4 cisco. local
o =158 UpLinks {0 NIC Adapters)
[ Mew Port test-chas1-s4, cisco.local
=1 T UpLink03 {0 HIC Adapters)
] Mew Port test-chas1-s4, cisco. local
=158 UpLink10 {0 NIC Adapters)
[ Mew Port test-chas1-s4, cisco. local
=1 Linbink 11 0 MIC Adantars =l
Help | < Back I Finish I Cancel |
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Step 3: When the host has completed the Update Network Configuration
task, navigate to Inventory > Hosts and Clusters, select the host name, navi-
gate to the Configuration tab, choose Networking, and then click vSphere
Distributed Switch. View the results of the configuration.

co.local ¥Mware ESXi, 5.0.0, 623860 | Evaluation (58 days remaining)

Hardware Wiew:  ySphere Standard Switch | [ vSphere Distribdted Switch

Processors Networking Refresh Properties.
Memary

Storage
+ Metworking v Distributed Switch: ¥M-FEX-10k Manage Virtual Adapters... Manage Physical Adapters... Properties...

Storage Adapters YM-FEX-10k @

Hebwork Adapters

Advanced Settings & DC_Management

E)¥Mkernel Ports (1)
wmk0 : 10,4.63.99 oH
Wirtual Machines (1)
Time: Configuration
DMS and Rowting

& deleted-pg-yM-FEX-10k 9
virtual Machines (0)
Authentication Services
@

FPower Management 8 iscst
‘irtual Machine Startup/Shutdown Virkual Machines (0)

irtual Machin Swapfle Location
© Management-Kernel i)
Wirtual Machines (1)

B Servers 1 V148 e
Evirtual Machines (1)
TEST-YMFEX-51 POH

I=] uplink-pg-¥M-FEX-10k (5]
e UpLinkno (1 NIC Adapter)
6 UpLinkD1 {1 NIC Adapter)

Power Management

) [

Software

Licensed Features

I °
[ o[ o[V & & & & U &

Security Profils
Hest Cache Configuration

System Resaurce Allacation

Agent YM Settings

Advanced Settings

8 servers_2_ui49 i)
Wirtual Machines (1)

& wMotion a@
virtual Machines (0)

At this point, your host is connected to the DVS, and traffic is flowing through
the DVS in standard mode. The next procedure will allow the virtual machine
to operate in high-performance mode, using DirectPath I/O.

Configure VM to use DirectPath 1/0

VM DirectPath I/O with VMware vMotion supported in ESXi 5.0 is the high-
performance mode in Cisco VM-FEX. The virtual machines using the VM
DirectPath I/O dynamic vNICs should have a reservation for all of the pro-
visioned memory for that VM. If you are configuring for high-performance
mode, and memory resources are over-provisioned, the VM cannot operate
in high-performance mode. The memory reserved for all VMs must not
exceed the physical available memory on the ESXi host.

In this procedure, you reserve memory for high-performance mode. The
network adapter type will be VMXNETS, which is the required adapter type
for a Windows OS virtual machine that uses DirectPath I/0.

Step 1: In vCenter Server, navigate to Home > Inventory > Hosts and

Clusters, and then select the host that you have added to the DVS (Example:
VM-FEX-10k).
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Step 2: Select the virtual machine for which you want to reserve memory
(Example: test-chasi-s4.cisco.local).

Step 3: In the Getting Started tab, under the Basic Tasks section, select Edit
virtual machine settings.

Step 6: For the same virtual machine, click Edit virtual machine settings.
The Virtual Machine Properties dialog box reopens.

Step 7: Click the Hardware tab, and then under Hardware, select Network
adapter 1. Under DirectPath /0O, the Status is Active. This confirms that VM
DirectPath I/O feature is active.

TEST-¥YMFEX-51

izetting Started I

What is a Virtual Machine?

Avirtual machine is a software computer that, like a
physical computer, runs an operating system and
applications. An operating system installed on a virtual
machine is called a guest operating system

Because every virtual machine is an isolated computing
environment, you can use virtual machines as deskiop or
workstation environments, as testing environments, or to
consolidate server applications.

In wCenter Server, virtual machines run on hosts or
clusters. The same host can run many virtual machines.

Basic Tasks
[» Power on the virtual machine

5 Edit virtual machine settings

close tab

Virtual Machines

P

™

Cluster @J\)

Host

| Datacenter
vCenter Server

Explore Further

=| Learn more about virtual machines

=| Learn how to install an operating system

Step 4: On the Virtual Machine Properties dialog box, click the Resources
tab, and then under Settings, select Memory:.

Step 5: In the Resource Allocation section, select Reserve all guest
memory (All locked), and then click OK.

[*}] TEST-¥MFEX-51 - ¥irtual Machine Properties

Hardware I Options Resources |Profiles I vaervices I

Settings | Summary |
CPU 0 MHz

Mermory 4096 M (All locked) |
Disk. Mormal

Advanced CPU HT Sharing: Any

Advanced Memory MUMA MNodes: 2

—Resource Allocation

Yirbual Machine Yersion: 8

¥ Reserve al guest memory (Al locked)

Shares: INormaI d I

40960 =

Reservation: - |— I 40963: ME
iy

Limit: | | £0965 —] MB
| Unfimited

£ Limit based on parent resource pool o current host
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[%! TEST-¥MFEX-51 - ¥irtual Machine Properties

Hardware |Options | Resources | Prafiles I wServices I Wirtual Machine Yersion: 8
— Device Status
[ show &l Devices Add... | Remove | ¥ Connected
Hardware | SUMnMary | ¥ Connect at power on
Wl Memory 4098 ME — adapter Type
©ceus ! C t adapt WMEMET 3
Video card Video card e
WMCT devi Restricted
= ervice estricke: e il
@ 551 contraller 0 L5I Logic 545
i i K IDD:SD:56:94:49:86
&= Harddisk 1 Yirtual Disk,
% CO{DVD drive 1 [Openfiler{Software)] M... & Aubomatic € Manual
& Floppy drive 1 Client Device
B Mebwork adapter 1 Servers_1_WI148 (¥M-F... | - DirectPath IiO
Skakus: active €9
—Metwork Connection
Metwork label:
Servers_1 w148 (WM-FEX-10k) j
Faort: 1564
Switch to advanced settings

This concludes the “Cisco Virtual Machine Fabric Extender (VM-FEX)
Configuration and Deployment” section.
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Summary

Applications are the heartbeat of your business and provide rich business
functionality; VMware virtualization is the heartbeat of an infrastructure that
drives tangible benefits for both the business and the IT organization. With
VMware as the platform underlying your application landscape, infrastruc-
ture and application teams are empowered to do their work more efficiently
and with fewer administrative headaches throughout the hardware and
software lifecycle, from development through production and maintenance.

More and more customers are taking advantage of the benefits of VMware
infrastructure to build a dynamic, responsive infrastructure to support their
applications. VMware virtualization enables efficient data-center resource
pooling and maximized utilization of system resources. VMware virtualiza-
tion technologies help customers achieve faster and more cost-efficient
upgrades, while reducing risk to the business. By expediting and simplifying
the application development and testing processes, customers experi-
ence faster time to production while maintaining high quality throughout.
Implementing business continuity solutions for applications on VMware
infrastructure delivers enhanced high availability while minimizing the need
for duplicate hardware. Rapid provisioning and efficient change manage-
ment in production environments increase IT flexibility, allowing timely
response to sudden and changing business needs.

You can enhance the manageability of the VMware networking environ-
ment by installing Cisco Nexus 1000V. The configuration procedures that
have been provided in this guide allow you to establish a basic, functional
Nexus 1000V setup for your network. The virtual switch configuration and
port profile allow for vastly simplified deployment of new virtual machines
with consistent port configurations. For high-performance, virtual machine
environments, you can increase throughput and reduce latency with Cisco
VM-FEX, while retaining the resilience and manageability of your VMware
environment.
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Appendix A: Product List

Data Center Virtualization

Functional Area Product Description Part Numbers Software
Virtual Switch Nexus 1000V CPU License Qty-1 N1K-VLCPU-01= 4.2(1)SV2(1.1)
Nexus 1000V VSM on Physical Media N1K-VSMK9-
404512=
VMWare ESXi ESXi 5.0U1
Data Center Core
Functional Area Product Description Part Numbers Software

Core Switch

Cisco Nexus 5596 up to 96-port 10GbE, FCoE, and Fibre Channel SFP+

NS5K-C5596UP-FA

Cisco Nexus 5596 Layer 3 Switching Module

N55-M160L30V2

Cisco Nexus 5548 up to 48-port 10GbE, FCoE, and Fibre Channel SFP+

N5K-C5548UP-FA

Cisco Nexus 5548 Layer 3 Switching Module

N55-D160L3

NX-OS 5.2(1)N1(1b)
Layer 3 License

Ethernet Extension

Cisco Nexus 2000 Series 48 Ethernet 100/1000BASE-T (enhanced) Fabric
Extender

N2K-C2248TP-E

Cisco Nexus 2000 Series 48 Ethernet 100/1000BASE-T Fabric Extender

N2K-C2248TP-1GE

Cisco Nexus 2000 Series 32 1/10 GbE SFP+, FCoE capable Fabric Extender

N2K-C2232PP-10GE

Data Center Services

Functional Area Product Description Part Numbers Software
Firewall Cisco ASA 5585-X Security Plus IPS Edition SSP-40 and IPS SSP-40 bundle | ASA5585- ASA 9.0(1)
S40P40-K9 IPS 7.1(6) E4
Cisco ASA 5585-X Security Plus IPS Edition SSP-20 and IPS SSP-20 bundle | ASA5585-
S20P20X-K9
Cisco ASA 5585-X Security Plus IPS Edition SSP-10 and IPS SSP-10 bundle | ASA5585-
S10P10XK9
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Storage Network Extension

Functional Area Product Description Part Numbers Software
Fibre-channel Switch Cisco MDS 9148 Multilayer Fibre Channel Switch DS-C9148D- NX-OS 5.0(8)
8G16P-K9
Cisco MDS 9124 Multilayer Fibre Channel Switch DS-C9124-K9
Computing Resources
Functional Area Product Description Part Numbers Software
UCS Fabric Interconnect Cisco UCS up to 48-port Fabric Interconnect UCS-FI-6248UP 21(1a)

Cisco UCS up to 96-port Fabric Interconnect

UCS-FI-6296UP

Cisco UCS Release

UCS B-Series Blade
Servers

Cisco UCS Blade Server Chassis

N20-C6508

Cisco UCS 8-port 10GbE Fabric Extender

UCS-IOM2208XP

Cisco UCS 4-port 10GbE Fabric Extender

UCS-IOM2204XP

Cisco UCS B200 M3 Blade Server

UCSB-B200-M3

Cisco UCS B200 M2 Blade Server N20-B6625-1
Cisco UCS B250 M2 Blade Server N20-B6625-2
Cisco UCS 1280 Virtual Interface Card UCS-VIC-M82-8P
Cisco UCS M81KR Virtual Interface Card N20-AC0002

21(1a)
Cisco UCS Release

UCS C-Series Rack-mount
Servers

Cisco UCS C220 M3 Rack Mount Server

UCSC-C220-M3S

Cisco UCS C240 M3 Rack Mount Server

UCSC-C240-M3S

Cisco UCS C200 M2 Rack Mount Server

R200-1120402W

Cisco UCS C210 M2 Rack Mount Server

R210-2121606W

Cisco UCS C250 M2 Rack Mount Server

R250-2480805W

Cisco UCS 1225 Virtual Interface Card Dual Port 10Gb SFP+

UCSC-PCIE-CSC-02

1.4.6
Cisco UCS CIMC Release

Cisco UCS P81E Virtual Interface Card Dual Port 10Gb SFP+

N2XX-ACPCI01
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Appendix B: Configuration Files

The following is the configuration from the deployed Cisco Nexus 1000V host vmware id dbc91092-0286-11e2-00££-0000000001bf

Virtual Supervisor Module. snmp-server user admin network-admin auth md5 ***** priy *x**x
N1kvVSM# show run localizedkey

version 4.2(1)Sv2(1.1) snmp-server community cisco group network-operator

no feature telnet snmp-server community ciscol23 group network-admin

feature tacacs+t ntp server 10.4.48.17

feature dhcp aaa authentication login default group tacacs

feature cts

feature vtracker vrf context management
ip name-server 10.4.48.10
username admin password 5 ***** role network-admin ip route 0.0.0.0/0 10.4.63.1
vlan 1,148-157,160-163
banner motd #Nexus 1000v Switch# vlan 148
name Servers 1
ssh key rsa 2048 vlan 160
ip domain-lookup name lkv-Control
ip host N1kvVSM 10.4.63.28 vlan 161
tacacs-server host 10.4.48.15 key 7 “VagwwtFjqg” name vMotion
aaa group server tacacs+ tacacs vlan 162
server 10.4.48.15 name 1iSCSI
use-vrf management vlan 163
source-interface mgmtO name DC-Management

aaa group server radius aaa-private-sg

hostname N1kvVSM port-channel load-balance ethernet source-mac
errdisable recovery cause failed-port-state port-profile default max-ports 32
vem 3 port-profile type ethernet Unused Or Quarantine Uplink
host vmware id 6a4l1e931-fcab-11e0-bdld-70caSbce3498 vmware port-group
vem 4 shutdown
host vmware id dbc91092-0286-11e2-00££-0000000000£ff description Port-group created for Nexusl000V internal usage.
vem 5 Do not use.
host vmware id dbc91092-0286-11e2-00££-00000000002£f state enabled
vem 6 port-profile type vethernet Unused Or Quarantine Veth
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vmware port-group port-profile type vethernet iSCSI

shutdown vmware port-group
description Port-group created for Nexusl000V internal usage. switchport mode access
Do not use. switchport access vlan 162
state enabled no shutdown
port-profile type ethernet ESXi-Mgmnt-Uplink system vlan 162
vmware port-group state enabled
switchport mode access port-profile type ethernet System-Uplink
switchport access vlan 163 vmware port-group
channel-group auto mode on mac-pinning switchport mode trunk
no shutdown switchport trunk allowed vlan 148-157,160-163
system vlan 163 channel-group auto mode on mac-pinning
description C-Series {Uplink for ESXi Management} no shutdown
state enabled system vlan 160,162-163
port-profile type ethernet 10G-CSeries description Uplink for B-Series
vmware port-group state enabled
switchport mode trunk port-profile type vethernet nlkv-L3
switchport trunk allowed vlan 148-157,160-162 capability 13control
channel-group auto mode on mac-pinning vmware port-group
no shutdown switchport mode access
system vlan 160,162 switchport access vlan 163
description Uplink for C-Series no shutdown
state enabled system vlan 163
port-profile type vethernet Servers V1148 state enabled
vmware port-group port-profile type vethernet VDI Servers
switchport mode access vmware port-group
switchport access vlan 148 switchport mode access
no shutdown switchport access vlan 157
state enabled no shutdown
port-profile type vethernet vMotion state enabled
vmware port-group
switchport mode access vdc N1kvVsSM id 1
switchport access vlan 161 limit-resource vlan minimum 16 maximum 2049
no shutdown limit-resource monitor-session minimum 0 maximum 2
state enabled limit-resource vrf minimum 16 maximum 8192

limit-resource port-channel minimum 0 maximum 768
limit-resource udroute-mem minimum 1 maximum 1

limit-resource u6route-mem minimum 1 maximum 1
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interface port-channell
inherit port-profile ESXi-Mgmnt-Uplink
vem 3

interface port-channel2
inherit port-profile 10G-CSeries

vem 3

interface port-channel3
inherit port-profile System-Uplink

vem 4

interface port-channel4
inherit port-profile System-Uplink
vem 5

interface port-channelb
inherit port-profile System-Uplink

vem 6

interface mgmtO0
ip address 10.4.63.28/24

interface Vethernetl
inherit port-profile nlkv-L3
description VMware VMkernel, vmkO

vmware dvport 128 dvswitch uuid “ca 56 ...

vmware vm mac 70CA.9BCE.349C

interface Vethernet?
inherit port-profile vMotion
description VMware VMkernel, vmkl

vmware dvport 64 dvswitch uuid “ca 56 ...

vmware vm mac 0050.567E.A8EQ
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5b 88”

5b 88"

interface Vethernet3
inherit port-profile i1SCSI
description VMware VMkernel, vmk2
vmmware dvport 101 dvswitch uuid “ca 56 ... 5b 88”
vmmware vm mac 0050.5671.F767

interface Vethernet4
inherit port-profile nlkv-L3
description VMware VMkernel, vmkO
vmmware dvport 129 dvswitch uuid “ca 56 ... 5b 88”
vmmware vm mac 0025.B5FF.009E

interface Vethernetb
inherit port-profile i1SCSI
description VMware VMkernel, vmkl
vmmware dvport 100 dvswitch uuid “ca 56 ... 5b 88”
vmware vm mac 0050.567E.562C

interface Vethernet6
inherit port-profile vMotion
description VMware VMkernel, vmk2
vmware dvport 65 dvswitch uuid “ca 56 ... 5b 88"
vmmware vm mac 0050.5675.7342

interface Vethernet?7
inherit port-profile Servers V1148
description Win2008-Testl, Network Adapter 1
vmware dvport 32 dvswitch uuid “ca 56 ... 5b 88"
vmware vm mac 0050.56A2.5D85

interface Vethernet8
inherit port-profile IT VDI users
description IT-VDI-Users, Network Adapter 1
vmmware dvport 224 dvswitch uuid “ca 56 ... 5b 88”
vmmware vm mac 0050.56A2.5D94
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interface Vethernetl0 boot kickstart bootflash:/nexus-1000v-kickstart.4.2.1.SV2.1.1.bin

inherit port-profile nlkv-L3 sup-2

description VMware VMkernel, vmkO boot system bootflash:/nexus-1000v.4.2.1.8V2.1.1.bin sup-2
vmmware dvport 131 dvswitch uuid “ca 56 ... 5b 88” ip dhcp snooping vlan 157

vmware vm mac 0025.B5FF.003F svs-domain

domain id 10

interface Ethernet3/1 control vlan 1
inherit port-profile 10G-CSeries packet vlan 1
svs mode L3 interface mgmt0
interface Ethernet3/2 svs connection vcenter
inherit port-profile 10G-CSeries protocol vmware-vim
remote ip address 10.4.48.11 port 80
interface Ethernet3/3 vmware dvs uuid “ca 56 22 50 f1 c5 fc 25-75 6f 4f d6 ad 66 5b
inherit port-profile ESXi-Mgmnt-Uplink 88” datacenter-name 10k
max-ports 8192
interface Ethernet3/4 connect
inherit port-profile ESXi-Mgmnt-Uplink vservice global type vsg
tcp state-checks invalid-ack
interface Ethernetd/1 tcp state-checks seg-past-window
inherit port-profile System-Uplink no tcp state-checks window-variation
no bypass asa-traffic
interface Ethernetd/2 vnm-policy-agent
inherit port-profile System-Uplink registration-ip 0.0.0.0
shared-secret ****x*kkxx
interface Ethernet6/1 log-level

inherit port-profile System-Uplink

interface Ethernet6/2
inherit port-profile System-Uplink

interface controlO

clock timezone PST -8 0

clock summer-time PDT 2 Sunday march 02:00 1 Sunday nov 02:00 60
line console

boot kickstart bootflash:/nexus-1000v-kickstart.4.2.1.5vV2.1.1.bin
sup-1

boot system bootflash:/nexus-1000v.4.2.1.5V2.1.1.bin sup-1
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Appendix C: Changes

This appendix summarizes the changes to this guide since the previous
Cisco SBA series:

- We upgraded the VMware environment to version 5.0U1 and updated
processes to match the new procedures and steps required for
deployment.

- We added Cisco UCS C-Series servers with Cisco FlexFlash as an
option for VMware ESXi image boot.

- We updated the Cisco Nexus 1000V software to the 2.1 release and
updated procedures and steps required for deployment.

- We added the “Cisco Virtual Machine Fabric Extender Configuration
and Deployment” section, targeted at environments using
Cisco UCS B-Series servers with Cisco virtual interface cards and
VMware ESXi release 5.0U1.
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