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Preface

Who Should Read This Guide

This Cisco® Smart Business Architecture (SBA) guide is for people who fill a
variety of roles:

Systems engineers who need standard procedures for implementing
solutions

Project managers who create statements of work for Cisco SBA
implementations

Sales partners who sell new technology or who create implementation
documentation

- Trainers who need material for classroom instruction or on-the-job
training

In general, you can also use Cisco SBA guides to improve consistency
among engineers and deployments, as well as to improve scoping and
costing of deployment jobs.

Release Series

Cisco strives to update and enhance SBA guides on a regular basis. As

we develop a series of SBA guides, we test them together, as a complete
system. To ensure the mutual compatibility of designs in Cisco SBA guides,
you should use guides that belong to the same series.

The Release Notes for a series provides a summary of additions and
changes made in the series.

All Cisco SBA guides include the series name on the cover and at the
bottom left of each page. We name the series for the month and year that we
release them, as follows:

month year Series

For example, the series of guides that we released in February 2013 is
the “February Series”.

You can find the most recent series of SBA guides at the following sites:
Customer access: http://www.cisco.com/go/sba

Partner access: http://www.cisco.com/go/sbachannel

February 2013 Series

How to Read Commands

Many Cisco SBA guides provide specific details about how to configure
Cisco network devices that run Cisco IOS, Cisco NX-OS, or other operating
systems that you configure at a command-line interface (CLI). This section
describes the conventions used to specify commands that you must enter.

Commands to enter at a CLI appear as follows:
configure terminal

Commands that specify a value for a variable appear as follows:
ntp server 10.10.48.17

Commands with variables that you must define appear as follows:
class-map [highest class name]

Commands shown in an interactive example, such as a script or when the
command prompt is included, appear as follows:

Router# enable
Long commands that line wrap are underlined. Enter them as one command:

wrr-queue random-detect max-threshold 1 100 100 100 100 100
100 100 100

Noteworthy parts of system output or device configuration files appear
highlighted, as follows:

interface Vlanoc4
ip address 10.5.204.5 255.255.255.0
Comments and Questions

If you would like to comment on a guide or ask questions, please use the
SBA feedback form.

If you would like to be notified when new comments are posted, an RSS feed
is available from the SBA customer and partner pages.
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What's In This SBA Guide

Cisco SBA Data Center

Cisco SBA helps you design and quickly deploy a full-service business
network. A Cisco SBA deployment is prescriptive, out-of-the-box, scalable,
and flexible.

Cisco SBA incorporates LAN, WAN, wireless, security, data center, application
optimization, and unified communication technologies—tested together as a
complete system. This component-level approach simplifies system integration
of multiple technologies, allowing you to select solutions that solve your
organization’s problems—uwithout worrying about the technical complexity.

Cisco SBA Data Center is a comprehensive design that scales from a server
room to a data center for networks with up to 10,000 connected users. This
design incorporates compute resources, security, application resiliency, and
virtualization.

Route to Success

To ensure your success when implementing the designs in this guide, you
should first read any guides that this guide depends upon—shown to the
left of this guide on the route below. As you read this guide, specific
prerequisites are cited where they are applicable.

Prerequisite Guides

DATA I
CENTER
Data Center
Design Overview

February 2013 Series

Data Center
Deployment Guide

About This Guide

This deployment guide contains one or more deployment chapters, which
each include the following sections:

= Business Overview—Describes the business use case for the design.
Business decision makers may find this section especially useful.

= Technology Overview—Describes the technical design for the
business use case, including an introduction to the Cisco products that
make up the design. Technical decision makers can use this section to
understand how the design works.

= Deployment Details—Provides step-by-step instructions for deploying
and configuring the design. Systems engineers can use this section to
get the design up and running quickly and reliably.

You can find the most recent series of Cisco SBA guides at the following
sites:

Customer access: http://www.cisco.com/go/sba

Partner access: http://www.cisco.com/go/sbachannel

You Are Here

Dependent Guides

Unified Computing System Additional Deployment
Deployment Guide Guides

What's In This SBA Guide
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Introduction

This Unified Computing System Deployment Guide builds upon the foun-
dation laid out in the Cisco SBA—Data Center Deployment Guide.

This guide includes the following modules:

The first module explains how to program the foundation data center
for connectivity to the Cisco UCS B-Series Blade Server system for
maximum throughput and resiliency. This module covers Ethernet, Fibre
Channel, and Fibre Channel over Ethernet connections between the
UCS B-Series Blade Server system and the data center core network
deployed in the Data Center Deployment Guide.

The Cisco UCS B-Series Blade Server system module shows how the
system is programmed from the ground up to a point where the “bare
metal” server is ready for an operating system or hypervisor software
installation. This module shows how the Cisco Unified Computing
System Manager (UCS Manager) is used to program all elements of the
system—from connectivity to the data center core, to building profiles
to assign the various aspects of the server boot, communications, and
storage to the physical blade server hardware.

The Cisco UCS C-Series Rack-Mount Server module shows how to use
the Cisco Integrated Management Controller (CIMC) to remotely config-
ure and prepare a server to a point where it is ready to load an operating
system or hypervisor software. Similar to the Cisco UCS B-Series Blade
Server system module, this section shows how to establish connectivity
to the data center core to support Ethernet and Fibre Channel com-
munications by using converged network adapters that add flexibility

to server connectivity and reduce cabling and complexity. This module
also includes guidance on managing the UCS C-Series server with the
same Cisco UCS Manager that controls the B-Series servers for a single
method of managing both server types.

The appendices provide the complete list of products used in the lab
testing of this architecture, as well as the software revisions used on the
products and a list of major changes since the last edition of this guide.
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Business Overview

As an organization begins to grow, the number of servers required to
handle the information-processing tasks of the organization grows as well.
Using the full capabilities of the investment in server resources can help an
organization add new applications while controlling costs as they move from
a small server room environment to a more scalable data center design.
Server virtualization has become a common approach to allow an organiza-
tion to access the untapped processing capacity available in processor
technology. Streamlining the management of server hardware and its
interaction with networking and storage equipment is another important
component of using this investment in an efficient manner.

Scaling a data center with conventional servers, networking equipment, and
storage resources can pose a significant challenge to a growing organiza-
tion. Multiple hardware platforms and technologies must be integrated to
deliver the expected levels of performance and availability to application
end users. These components in the data center also need to be managed
and maintained, typically with a diverse set of management tools that have
different interfaces and approaches. In larger organizations, often multiple
teams of people are involved in managing applications, servers, storage, and
networking. In many smaller organizations, the lines between these tasks
are blurred, and often a single, smaller team—or even one individual—may
need to handle many of these tasks in a day.

Business agility in the data center is a growing concern for organizations.
The ability to reduce the time necessary to deploy new applications or
expand existing applications to a larger footprint to handle increasing
workloads contributes to the success of a project. The compute environment
needs to be consistent to reduce operational requirements, yet flexible to
accommodate the different requirements of applications and the operating
system.

Application availability is key to an organization. Users depend on reaching
the systems and information that are required to run the business just as
much as they depend on having lights in the office or a power outlet to plug
inaPC.
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Technical Overview

Consistent with the Cisco Smart Business Architecture (SBA) approach,
Cisco offers a simplified reference model for managing a small server room
as it grows into a full-fledged data center. This model benefits from the ease
of use offered by the Cisco Unified Computing System. This guide has been
lab-tested in conjunction with the architecture defined in the Cisco SBA—
Data Center Deployment Guide, available at: www.cisco.com/go/sba.

This guide addresses many of the same business issues encountered by
growing organizations, issues that are identified in the Cisco SBA—Data
Center Deployment Guide, but it focuses on the server resources them-
selves and their interaction with network and storage systems.

Application Growth

The Cisco SBA Unified Computing System model provides for using a
simple GUI for rapid deployment of additional physical servers that share
common attributes. Using the Cisco UCS Manager service profiles, you can
define the “personality” of an individual server—including boot characteris-
tics, interface addresses, and even firmware versions—separately from any
physical hardware. You can also generate service profiles from a template
and keep them linked to the template to facilitate updates across multiple
servers in the future. This gives you the ability to create a new server by
cloning an existing service profile or using a template. It also means that it
only takes a few minutes to deploy a new server, and you can limit physical
server hardware to a flexible and common pool of spare parts as your data
center grows.

Increasing Storage Requirements

The most efficient way to manage the investment in additional storage
capacity is to move to a centralized storage model. The Cisco SBA Unified
Computing System model decouples the computing functions of the server
farm from the storage systems, which provides greater flexibility for system
growth and migration. System storage and boot disk are accessible from
either the local disk that is available on each server or through access to
centralized storage located on the Ethernet IP network or Fibre Channel or
Fibre Channel over Ethernet storage area network (SAN).

Managing Processing Resources

Some applications require enough processing and memory that you might
decide to dedicate an entire server or even a cluster of servers to support
the workload. Other applications may start out on a single server where the
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processor and memory are underutilized, resulting in excess or wasted
resources. In the case where applications need a separate operating
environment but not an entire server for processing and memory resources,
server virtualization is the key to combining applications and optimizing
resources. Server virtualization technologies insert a hypervisor layer
between the server operating systems and the hardware, allowing a single
physical server to run multiple instances of different “guest” operating
systems such as Microsoft Windows or Linux. This increases the utilization
of the processors on the physical servers, which helps to optimize this costly
resource.

The architecture of the Cisco SBA Unified Computing System model is
optimized to support the use of hypervisor-based systems or the direct
installation of a base operating system such as Windows or Linux. The ser-
vice profile structure of Cisco UCS, along with a centralized storage model,
allows you the portability of server definitions to different hardware with or
without a hypervisor system in place. Built on the data center infrastructure
foundation defined in Cisco SBA—Data Center Deployment Guide, the
Cisco SBA Unified Computing System model provides scalable connectivity
options for not only Cisco UCS Series 5100 Blade Server Chassis but also
Cisco UCS C-Series Rack-Mount Servers, as well as connectivity options to
support third-party servers.

Availability and Business Continuance

The Cisco SBA data center foundation has been designed to ensure avail-
ability with the use of resilient network devices, links, and service models.
The Cisco SBA Unified Computing System model extends this resiliency to
the servers themselves through the capabilities of Cisco Unified Computing
System.

Cisco Unified Computing System uses service profiles to provide a
consistent interface for managing all server resource requirements as a
logical entity, independent of the specific hardware module that is used to
provide the processing capacity. This service profile approach is applied
consistently on both virtualized servers and “bare metal” servers, which do
not run a hypervisor. This capability allows the entire personality of a given
logical server to be ported easily to a different physical server module
independent of any virtualization software when LAN or SAN boot are in use.
This approach increases overall availability and dramatically reduces the
time required to replace the function of an individual server module that has
failed.
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Figure 1 - Cisco SBA Unified Computing System architecture
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This architecture is designed to allow your existing server farm to migrate
into a scalable Ethernet and storage transport based on the Cisco SBA
reference design. Figure 1 shows the data center components of this archi-
tecture and their interaction with the Cisco SBA headquarters LAN core.

Ethernet Foundation

The Cisco SBA—Unified Computing System Deployment Guide is
designed as an extension of the Cisco SBA—Data Center Deployment
Guide. The basis of the Cisco SBA Unified Computing System architecture
is an Ethernet switch fabric that consists of two Cisco Nexus 5500UP
switches, as shown in Figure 1. This data center switching fabric provides
Layer 2 and Layer 3 Ethernet switching services to attached devices and, in
turn, communicates with the Cisco SBA LAN Ethernet core by using redun-
dant Layer 3 links.

The two Cisco Nexus 5500UP switches form the Ethernet switch fabric
using Virtual Port Channel (vPC) technology. This feature provides loop-
prevention services and allows the two switches to appear as one logical
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Layer-2 switching instance to attached devices. In this way, the Spanning
Tree Protocol, which is a standard component of Layer-2 bridging, does

not need to block any of the links in the topology to prevent bridging loops.
Additional Gigabit Ethernet and 10-Gigabit Ethernet switch port density
may be added to the switch fabric by using Cisco Nexus 2000 Series Fabric
Extenders. The vPC and fabric extender technologies provide the flex-
ibility for extending VLANSs across the data center for a resilient, virtualized
computing environment.

Storage Networking

The Cisco SBA Unified Computing System model is also adaptable to
multiple ways of accessing centralized storage. Two alternatives for storage
access are included in the overall architecture. One approach uses a pure
Ethernet IP network to connect the servers to both their user community and
the shared storage array. Communication between the servers and storage
over IP can be accomplished by using an Internet Small Computer System
Interface (iISCSI), which is a block-oriented protocol encapsulated over IP,
or traditional network-attached storage (NAS) protocols such as Common
Internet File System (CIFS) or network file server (NFS). LAN-based storage
access follows the path through the Cisco Nexus 5500 Series Switching
Fabric shown in Figure 1.

A more traditional but advanced alternative for providing shared storage
access is using a Fibre Channel SAN built using the data center core Cisco
Nexus 5500UP switches or the Cisco MDS 9100 Series for larger SAN
environments. Fibre Channel over Ethernet (FCoE) builds on the lossless
Ethernet infrastructure to provide a converged network infrastructure.

For resilient access, SANs are normally built with two distinct fabric
switches that are not cross-connected. Currently, Fibre Channel offers

the widest support for various disk-array platforms and also support for
boot-from-SAN.

The Cisco UCS 6200 Series Fabric Interconnects also maintain separate
Fibre Channel fabrics, so each fabric is attached to one of the data center
core switches running either SAN A or SAN B as shown in Figure 2. When
Fibre Channel is used for storage access from Cisco UCS B-Series Blade
Servers, the system provides virtual host bus adapters (VHBAS) to the
service profiles to be presented to the host operating system. The Cisco
UCS fabric interconnect can now connect to the data center core switches
with FCoE uplinks as of Cisco UCS Manager release 2.1(1a). This guide will
show how you can use Fibre Channel or FCoE uplinks from the Cisco UCS
fabric interconnect to the data center core switches.
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Figure 2 - Cisco UCS 6200 fabric interconnect to SAN core
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On the Cisco UCS fabric interconnect, the Fibre Channel ports that connect
to the data center core SAN operate in N-port Virtualization mode. All Fibre
Channel switching happens upstream at the data center core switches
running N-Port Identifier Virtualization (NPIV). NPIV allows multiple Fibre
Channel port IDs to share a common physical port. Though there are mul-
tiple Fibre Channel ports on the fabric interconnects, local Fibre Channel
switching between these ports is not covered in this guide.

You can connect the Cisco UCS C-Series Rack-Mount Servers to the Fibre
Channel SAN by using dedicated host bus adapters (HBAs) that attach
directly to the SAN switches. Alternately, you can use a converged network
adapter, which allows Ethernet data and Fibre Channel over Ethernet (FCoE)
storage traffic to share the same physical set of cabling. This Unified Wire
approach allows these servers to connect directly to the Cisco Nexus
5500UP Series switches or a Cisco Nexus Fabric Extender for data traffic, as
well as SAN A and SAN B highly available storage access, shown in Figure
3. The Cisco Nexus 5500UP switch fabric is responsible for splitting FCoE
traffic off to the Fibre Channel attached storage array. Many storage arrays
now include FCoE connectivity as an option and can be directly connected
to the data center core.
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Figure 3 - Cisco UCS C-Series server to SAN core using FCoE
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Many available shared storage systems offer multi-protocol access to the
system, including iSCSI, Fibre Channel, FCoE, CIFS, and NFS. Multiple
methods can be combined on the same storage system to meet the access
requirements of a variety of server implementations. This flexibility also
helps facilitate migration from legacy third-party server implementations
onto Cisco UCS.
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Computing Systems

The primary computing platforms targeted for the Cisco SBA Unified
Computing System reference architecture are Cisco UCS B-Series Blade
Servers and Cisco UCS C-Series Rack-Mount Servers.

The Cisco UCS 5100 Series Blade Server Chassis is a blade-server style
enclosure supporting compact, slide-in server modules, but architecturally
itis a significantly different approach from traditional blade-server systems
on the market. Most blade server systems essentially take the components
that would have been in a standalone data center rack, such as a number

of standardized rack-mount servers with a pair of redundant top-of-rack
switches, and attempt to condense them into a single sheet-metal box.
Some of these implementations even include localized storage arrays within
the chassis. That approach achieves higher system density but retains most
of the complexity of traditional rack systems in a smaller form factor. Also,
the number of management interfaces and switching devices multiplies with
each new chassis.

By extending a single low-latency network fabric directly into multiple
enclosures, Cisco has removed the management complexity and cable-
management issues associated with blade switching or pass-through mod-
ule implementations common to blade servers. By consolidating storage
traffic along this same fabric using lossless FCoE technology, Cisco UCS
even further simplifies the topology by using the fabric interconnects as a
common aggregation point for Ethernet data traffic and storage-specific
Fibre Channel traffic. On top of this vastly simplified physical architecture,
Cisco UCS Manager extends a single management interface across the
physical blade servers and all of their associated data and storage network-
ing requirements. The Cisco UCS Manager can also extend the single
management interface to Cisco UCS C-Series servers when those servers
are interconnected to the UCS Fabric Interconnects.

Cisco Unified Computing System Components

The Cisco Unified Computing System has a unique architecture that
integrates compute, data network access, and storage network access into
a common set of components under a single-pane-of-glass management
interface. The primary components included within this architecture are as
follows:

= Cisco UCS Fabric Interconnect—The Cisco UCS 6200 Series fabric
interconnects provide both network connectivity and management
capabilities to the other components in the system. It is recommended
that the fabric interconnects are clustered together as a pair, providing
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resilient management access—as well as 10-Gb Ethernet, Fibre
Channel, and FCoE capabilities—to the system. The Cisco UCS 6200
fabric interconnect provides the flexibility of unified ports, enabling a
port to run Ethernet or Fibre Channel.

Cisco UCS Fabric Extender—The Cisco UCS 2200 Series Fabric
Extenders, also referred to as I/0 modules, are installed directly within
the Cisco UCS 5100 Series Blade Server Chassis enclosure. These
modules logically extend the fabric from the fabric interconnects into
each of the enclosures for Ethernet, FCoE, and management purposes.
The fabric extenders simplify cabling requirements from the blade serv-
ers installed within the system chassis.

Cisco UCS 5100 Series Blade Server Chassis—The Cisco UCS 5100
Series Blade Server Chassis provides an enclosure to house up to
eight half-width or four full-width blade servers, their associated fabric
extenders, and four power supplies for system resiliency.

As of Cisco UCS release 2.1(1a), a single pair of fabric intercon-
nects may connect to and manage up to twenty Cisco UCS 5100
Series Blade Server Chassis.

Cisco UCS B-Series Blade Servers—Cisco B-Series Blade Servers
implement Intel Xeon Series processors and are available in both a half-
width or full-width format. The Cisco UCS B22, B200, and B230 blade
servers require a half-slot within the enclosure, providing high-density,
high-performance computing resources in an easily managed system.
The Cisco UCS B250, B420, and B440 blade servers require a full slot
and offer extended memory, increased processing power, increased
local storage, and higher I/0O throughput.

Cisco UCS B-Series Network Adapters—The Cisco UCS B-Series
Blade Servers accept a variety of mezzanine adapter cards that allow
the switching fabric to provide multiple interfaces to a server. These
adapter cards fall into three categories:

o Ethernet adapters—The baseline 10-Gigabit Ethernet adapters can
present up to two Ethernet interfaces to a server.

o Converged network adapters—Cisco converged network adapt-
ers are available in multiple models, with chip sets from multiple
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manufacturers to meet specific needs. These adapters can present
up to two 10-Gigabit Ethernet interfaces to a server, along with two
Fibre Channel interfaces.

o Virtual interface cards—The Cisco virtual interface cards (VICs)
feature new technology from Cisco, allowing additional network
interfaces to be dynamically presented to the server. This adapter
supports Cisco VN-Link technology in hardware, which allows each
virtual adapter to appear as a separate virtual interface on the fabric
interconnects. The architecture of the VIC is capable of support-
ing up to 256 total virtual interfaces split between virtual network
interface cards (VNICs) and vHBAs. The number of virtual interfaces
currently supported depends on the UCS infrastructure, including
the fabric interconnect, I/0O module, VIC model, and version of Cisco
UCS Manager.

Cisco UCS Manager

Cisco UCS Manager is embedded software that resides on the fabric
interconnects, providing complete configuration and management capabili-
ties for all of the components in the Cisco UCS system. This configuration
information is replicated between the two fabric interconnects, providing a
highly available solution for this critical function. The most common way to
access UCS Manager for simple tasks is to use a Web browser to open the
Java-based GUI. For command-line or programmatic operations against the
system, a command-line interface (CLI) and an XML API are also included
with the system.

The Cisco UCS Manager GUI provides role-based access control (RBAC)

to allow multiple levels of users granular administrative rights to system
objects. Users can be restricted to certain portions of the system based on
locale, which corresponds to an optional organizational structure that can
be created within the system. Users can also be classified based on their
access levels or areas of expertise, such as “Storage Administrator,” “Server
Equipment Administrator,” or “Read-Only”. RBAC allows the comprehensive
capabilities of the Cisco UCS Manager GUI to be properly shared across
multiple individuals or teams within your organization in a flexible, secure
manner.

Cisco UCS Manager provides unified, embedded management of all soft-
ware and hardware components. Every instance of Cisco UCS Manager and
all of the components managed by it form a domain. For organizations that
deploy multiple Cisco UCS domains, Cisco UCS Central software provides
a centralized user interface that allows you to manage multiple, globally
distributed Cisco UCS domains with thousands of servers. Cisco UCS
Central integrates with Cisco UCS Manager and utilizes it to provide global
configuration capabilities for pools, policies, and firmware.
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Cisco UCS C-Series Rack-Mount Servers

Cisco UCS C-Series servers extend Cisco Unified Computing System inno-
vations and benefits to the rack-mount server form factor. Designed to oper-
ate in a standalone environment or as part of the Cisco Unified Computing
System, Cisco UCS C-Series servers can be used to satisfy smaller regional
or remote office requirements, or they can be used as an approach to
deploy rack-mounted servers on an incremental basis. The Cisco UCS
C-Series servers also implement Intel Xeon processor technology and are
available in multiple models with options for processing power, local storage
size, and I/0 throughput requirements. They offer Cisco innovations such as
extended memory and network-aware VN-Link technologies.

The Cisco Integrated Management Controller (CIMC) is the management
service for Cisco C-Series servers. CIMC runs within the server and allows
you to use a web-based GUI or Secure Shell (SSH) Protocol-based CLI to
access, configure, administer, and monitor the server. Almost all tasks can
be performed in either interface, and the results of tasks performed in one
interface are displayed in the other. You can use CIMC to perform the follow-
ing server management tasks, including (but not limited to):

Power on, power off, power cycle, reset, and shut down the server
Configure the server boot order
- View server properties and sensors

Configure network-related settings, including network interface card
(NIC) properties and network security

Configure communication services, including HTTP, SSH, SNMP, and
Intelligent Platform Management Interface (IPMI) over LAN

Update CIMC firmware
Monitor faults, alarms, and server status
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The Cisco UCS C-Series servers can be managed by the Cisco UCS
Manager if they are deployed connected to the fabric interconnects via
Cisco 2232PP fabric extenders as shown in Figure 4. This type of deploy-
ment enables the flexibility of both rack-mounted and blade servers with

a single-pane-of-glass management of all Cisco UCS servers in the data
center. The newer Cisco UCS C-Series M3 model servers can be managed
with a single wire connected to the Cisco 2232PP fabric extenders when the
server is using the new Cisco UCS VIC 1225 virtual interface card.

Figure 4 - Cisco UCS C-Series servers connected to UCS fabric interconnects
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Third-Party Computing Systems

Third-party rack server and blade server systems may also be connected to
the Cisco SBA data center topology with the available 10-Gigabit Ethernet
interfaces on the Cisco Nexus 5500 Series switches, or interfaces on the
Cisco Nexus 2000 Series Fabric Extenders that support Gigabit Ethernet
and 10-Gigabit Ethernet connectivity, depending on the model selected.

To support existing applications and facilitate smooth migration to servers
that support the Cisco Unified Computing System features, you can easily
integrate a previously installed base of running servers into the Cisco SBA
data center architecture.

Server Virtualization and Cisco UCS

Server virtualization technologies allow a single physical server to run mul-
tiple virtual instances of a guest operating system, creating virtual machines.
Running multiple virtual machines on server hardware helps to increase
processor utilization levels, while still allowing each virtual machine to be
viewed as independent from a security, configuration, and troubleshooting
perspective.

Cisco Unified Computing System server platforms provide unique advan-
tages that complement the implementation of server virtualization technolo-
gies. The Cisco UCS servers with Cisco UCS Manager allow the personality
of a server instance to be easily ported to different physical hardware,
similar to porting a virtual machine to a different host. Cisco UCS Manager
provides the capability to directly integrate network interfaces to the hyper-
visor system for dynamic network interface allocation to virtual machines.
This is currently supported with VMware ESX 4.0 Update 1 and above. Cisco
Extended Memory Technology allows individual servers to scale to large
numbers of virtual machines, reducing support and licensing costs.

Cisco UCS servers have been certified with multiple hypervisor systems,
including VMware ESX, Microsoft Hyper-V, and Citrix Xen. Please contact
your Cisco Systems or authorized partner sales representative to verify the
specifics of your implementation requirements with current hardware and
software versions.
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Deployment Detalls

The following sections provide detailed, step-by-step instructions to config-
ure the basic elements of the Cisco SBA Unified Computing System model.
If you are a new user, you can use these common best-practice configura-
tions to quickly configure a new system for basic operations. This is a flex-
ible configuration, so additional information is provided, including pointers
to more detailed documentation that you can use for more advanced system
configurations.

Data Center Core Network Infrastructure

The Cisco SBA foundation data center core network infrastructure for the
Cisco SBA Unified Computing System topology is based on the Cisco
SBA—Data Center Deployment Guide. The following Ethernet, Fibre
Channel, and FCoE network setup processes prepare the data center core
for connecting to a Cisco UCS B-Series Blade Server system.

Cisco UCS C-Series Rack-Mount Servers may be connected to the Cisco
SBA data center infrastructure, using available interfaces on the Cisco
Nexus 5500UP switches or through the Cisco Nexus 2000 Series Fabric
Extenders. You can configure switching access or trunk port modes accord-
ing to the settings appropriate for the installed operating system. The Cisco
UCS C-Series servers may also be connected to the fabric interconnects
that provide connectivity for the Cisco UCS B-Series servers for a single
control point provided by Cisco UCS Manager.

Configuring the Ethernet Network Infrastructure

1. Configure Nexus 5500 port channels

The Cisco UCS B-Series Blade Servers and Cisco UCS 5100 Series Blade
Server Chassis operate in conjunction with the Cisco UCS 6200 Series
Fabric Interconnects to appear as a group of end-node servers to the
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data center Ethernet switching fabric. In the Cisco SBA Unified Computing
System architecture, the fabric interconnects for Ethernet traffic are con-
nected directly to the Cisco Nexus 5500UP Series Ethernet switching fabric
running vPC for the best combination of throughput and resiliency.

Configuration examples in this guide show the use of a port channel with
four physical 10-Gigabit Ethernet ports from each Cisco UCS Fabric
Interconnect to the Cisco Nexus 5500 vPC pair. These interfaces are
numbered Ethernet 1/9 through 1/12 on each Cisco Nexus 5500 Series
switch, and ports 17 through 20 on each fabric interconnect in the example
configurations. The port channel from each fabric interconnect spans the
two physical Cisco Nexus 5500 switches for resilient connectivity, as shown
in the figure below. You can use interface numbers specific to your imple-
mentation to achieve the same cabling structure.

Figure 5 - Data center core to fabric interconnect Ethernet cabling
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This illustration shows the use of integrated ports on the Cisco
UCS fabric interconnects in the validation network for Ethernet
uplink connections. Expansion module Ethernet ports may also be
used as uplink ports.

Configure Nexus 5500 port channels

Step 1: Ensure that the LACP feature is enabled for EtherChannel
operation.

feature lacp

Step 2: Configure the physical interfaces to the port channels on the data
center core Cisco Nexus 5500UP-A switch.

interface Ethernetl/9
description Link to FI-A ethl/17
channel-group 50 mode active
no shutdown

!

interface Ethernetl/10
description Link to FI-A ethl/18
channel-group 50 mode active
no shutdown

!

interface Ethernetl/11
description Link to FI-B ethl/17
channel-group 51 mode active
no shutdown

!

interface Ethernetl/12
description Link to FI-B ethl/18
channel-group 51 mode active
no shutdown
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When you assign the channel group to a physical interface, the switch'’s
operating system creates the logical EtherChannel (port-channel) interface.
Next, you configure the logical port-channel interfaces, and the physical
interfaces tied to the port channel will inherit the settings.

Step 3: Configure the port channels on the data center core Cisco Nexus
5500UP-A switch.

The port channels are created as vPC port channels, because the fabric
interconnects are dual-homed EtherChannels to both data center core
switches.
interface port-channel50
switchport mode trunk
switchport trunk allowed vlan 148-163
spanning-tree port type edge trunk
service-policy type gos input DC-FCOE+1P4Q INTERFACE-DSCP-
Q0s
vpc 50

interface port-channel51

switchport mode trunk

switchport trunk allowed vlan 148-163

spanning-tree port type edge trunk

service-policy type qgos input DC-FCOE+1P4Q INTERFACE-DSCP-
Q0s

vpc 51

Setting the spanning-tree port type to “edge trunk” is appropriate
for the recommended default fabric interconnect configuration

of End Host Mode. If the fabric interconnect is configured in
switched mode, leave the Cisco Nexus 5500 port type set to
“normal” for standard Spanning Tree Protocol loop prevention.

The port-channel interfaces do not become active until you complete the
corresponding configuration on the Cisco UCS fabric interconnects, which
is covered in Procedure 2, “Define Ethernet uplink ports.”
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Step 4: Configure the physical interfaces for the port channels, and the port
channels on data center core Cisco Nexus 5500UP-B switch.
interface Ethernetl/9
description Link to FI-A ethl/19
channel-group 50 mode active
no shutdown
!
interface Ethernetl/10
description Link to FI-A ethl/20
channel-group 50 mode active
no shutdown
!
interface Ethernetl/11
description Link to FI-B ethl/19
channel-group 51 mode active
no shutdown
!
interface Ethernetl/12
description Link to FI-B ethl/20
channel-group 51 mode active
no shutdown
!
interface port-channel50
switchport mode trunk
switchport trunk allowed vlan 148-163
spanning-tree port type edge trunk
service-policy type gos input DC-FCOE+1P4Q INTERFACE-DSCP-
Q0S
vpc 50

|
interface port-channel5l
switchport mode trunk
switchport trunk allowed vlan 148-163
spanning-tree port type edge trunk
service-policy type gos input DC-FCOE+1P4Q INTERFACE-DSCP-
Q0S
vpc 51
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Configuring the Fibre Channel or FCoE Network Infrastructure

1. Configure SAN port channels

If you will access all of your storage strictly over Ethernet by using iISCSI or
NAS protocols, itis not necessary to define or attach Fibre Channel uplinks;
you can skip this process.

Complete the following process to prepare the data center core Cisco
Nexus 5500UP switches to support a Fibre Channel or FCoE SAN connec-
tion to the Cisco UCS Fabric Interconnects. As of Cisco UCS Release 2.1(1a),
the Cisco UCS 6200 Series Fabric Interconnects support either a Fibre
Channel or FCoE SAN connection to the data center core switching fabric.
Configuration instructions and Fibre Channel SAN numbering provided in
this guide are based on the foundation of the Fibre Channel infrastructure in
the Cisco SBA—Data Center Deployment Guide topology.

Table 1 - Fibre Channel VSAN to FCoE VLAN mapping

Data center core switch | VSAN FCoE VLAN
Cisco Nexus 5500UP-A 4 304
Cisco Nexus 5500UP-B 5 305

The following procedure options provide guidance for Fibre Channel (FC)
or FCoE connectivity from the data center core to the Cisco UCS Fabric
Interconnect. Both procedures configure the SAN extension for operation
where the Cisco UCS Fabric Interconnects are operating in the default SAN
FC and Ethernet LAN switching End-Host mode.
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Configure SAN port channels

If you want to use native Fibre Channel to extend the SAN from the data
center core to the Cisco UCS Fabric Interconnect, complete Option 1. If you
want to use FCoE to extend the SAN from the data center core to the Cisco
UCS Fabric Interconnect, complete Option 2.

Option 1. Configure Fibre Channel SAN port channels

Figure 6 - Fibre Channel connection between the data center core and fabric
interconnects
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To prepare the data center core Cisco Nexus 5500UP switches for Fibre
Channel connectivity to the fabric interconnect, you must enable NPIV. This
may have already been done during programming according to the Cisco
SBA—Data Center Deployment Guide.

Step 1: On the data center core Cisco Nexus 5500UP-A switch, enable
NP1V, Fibre Channel port channel trunking, and Fibre Channel or FCoE
switching operation.

feature npiv

feature fport-channel-trunk

feature fcoe

The feature fcoe command is required to enable both Fibre Channel and
FCoE on the Cisco Nexus 5500UP switches.
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Step 2: Create a SAN port channel to connect the fabric interconnect to the
data center core Cisco Nexus 5500UP-A switch.

With NPIV enabled, you must assign a virtual SAN (VSAN) to the SAN port
channels that connect to the fabric interconnects. You use the same VSAN
numbering established in the Cisco SBA—Data Center Deployment Guide.
interface san-port-channel 29

channel mode active

switchport trunk mode on

switchport trunk allowed vsan 1

switchport trunk allowed vsan add 4

Step 3: Add the SAN port channel to an existing VSAN database on the
data center core Cisco Nexus 5500UP-A switch.
vsan database
vsan 4 interface san-port-channel 29

Step 4: On the data center core Cisco Nexus 5500UP-A switch, configure
the SAN port channel on physical interfaces.

The Fibre Channel ports on the Cisco Nexus 5500UP switches are set to
negotiate speed by default.
interface fcl/29
switchport trunk mode on
channel-group 29 force
|
interface fc1/30
switchport trunk mode on
channel-group 29 force

Step 5: Apply the following configuration to the data center core Cisco
Nexus 5500UP-B switch. Note the different VSAN number value used for the
Cisco Nexus 5500UP-B switch.
feature npiv
feature fport-channel-trunk
feature fcoe
!
interface san-port-channel 29
channel mode active
switchport trunk mode on
switchport trunk allowed vsan 1
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switchport trunk
!
vsan database
vsan 5 interface
!
interface fcl/29
switchport trunk
channel-group 29
!
interface fcl/30
switchport trunk
channel-group 29

The Fibre Channel SAN port channel interfaces configured in
these steps will not show a status of “up” until you complete the
upcoming configuration of the fabric interconnects for Fibre
Channel operation in Procedure 2, “Define Ethernet uplink ports”
in the “Configuring Communications Connections using UCS

Manager” process.

Option 2. Configure FCoE SAN port channels

If you want to use FCoE in order to extend the SAN from the data center core
to the Cisco UCS Fabric Interconnect, use this procedure. The EtherChannel
links for FCoE are different than the EtherChannel links for only Ethernet traf-
fic, created in the previous “Configuring the Ethernet Network Infrastructure”

process.
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allowed vsan add 5 Figure 7 - FCoE connection between the data center core and fabric interconnects
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If you have already configured your Cisco Nexus 5500UP switches for FCoE
operation by following the Configuring the Data Center Core procedure in
the Cisco SBA—Data Center Deployment Guide you may skip to Step 5.

Step 1: On the data center core Cisco Nexus 5500UP-A switch, enable
NPIV and Fibre Channel or FCoE switching operation, and then ensure that
LACP is enabled.

feature lacp
feature npiv
feature fcoe

The feature fcoe command is required to enable both Fibre Channel and
FCoE on the Cisco Nexus 5500UP switches.

Step 2: If you have not already configured your Cisco Nexus 5500UP
switches for QoS by following the Configuring the Data Center Core proce-
dure in the Cisco SBA—Data Center Deployment Guide, you must enable
quality of service (QoS) for FCoE operation on the Cisco Nexus 5500UP.

Four lines of QoS statements map the baseline system QoS policies for
FCoE. Without these commands, the virtual FC interface will not function
when activated. If you followed the Cisco SBA—Data Center Deployment
Guide to deploy your network, you should have already executed a more
comprehensive QoS policy, which includes FCoE traffic classification, so
you can skip this step. If you use the commands below for the baseline FCoE
QoS operation, you will overwrite your existing QoS policy.
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system qos

service-policy type gos input fcoe-default-in-policy
service-policy type queuing input fcoe-default-in-policy
service-policy type queuing output fcoe-default-out-policy
service-policy type network-qgos fcoe-default-ng-policy

end

All FC and FCoE control and data traffic is automatically classified
into the FCoE system class, which provides a no-drop service. On
the Cisco Nexus 5010 and Cisco Nexus 5020, this class is created
automatically when the system starts up. The class is named
class-fcoe in the CLI.

Step 3: On the data center core Cisco Nexus 5500UP-A switch, ensure that
an FCoE VLAN has been created. This VLAN that will carry FCoE traffic to
the fabric interconnects.
vlan 304
name FCoOE-VLAN 304

exit

Step 4: On the data center core Cisco Nexus 5500UP-A switch, ensure that
VSAN 4 has been created and map VLAN 304 to VSAN 4. VLAN 304 carries
all VSAN 4 traffic over the trunk.
vsan database
vsan 4
vsan 4 name General-Storage
exit
!
vlan 304
fcoe vsan 4

exit
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Step 5: Configure a new port channel on the physical interfaces on the
Cisco Nexus 5500UP-A switch, connecting FCoE transport to the fabric
interconnects. Cisco Nexus Operating System automatically creates the
port channel associated with the channel group.
interface ethernet2/1
description FCoE Link to FI-A ethl/33
channel-group 33 mode active
no shutdown
!
interface ethernet2/2
description FCoE Link to FI-A ethl/34
channel-group 33 mode active
no shutdown

Step 6: Configure the port channel created by the previous step to trunk,
and allow the FCoE VLAN (304).
interface port-channel 33
description FCoE EtherChannel Link to FI-A
switchport mode trunk
switchport trunk allowed vlan 304
spanning-tree port type edge trunk

Only use spanning-tree port type edge trunk when the Cisco
UCS Fabric Interconnects are operating in the default Ethernet
LAN switching End-Host mode.

Step 7: On the data center core Cisco Nexus 5500UP-A switch, create a
virtual Fibre Channel (vfc) interface, bind it to the port channel created in the
previous step, and then configure the interface to trunk VSAN 4.
interface vfc 33

bind interface port-channel33

switchport trunk allowed vsan 4

switchport mode F

no shutdown
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Step 8: Apply the following configuration to the data center core Cisco
Nexus 5500UP-B switch, and ensure that QoS is enabled for FCoE operation
as done in Step 2 above. Note the different VSAN number value used for the
Cisco Nexus 5500UP-B switch.
feature lacp
feature npiv
feature fcoe
!
vlan 305
name FCoE-VLAN 305
exit
!
vsan database
vsan 5
vsan 5 name General-Storage
exit
!
vlan 305
fcoe vsan 5
exit
!
interface ethernet2/1
description FCoE Link to FI-B ethl/33
channel-group 33 mode active
no shutdown
!
interface ethernet2/2
description FCoE Link to FI-B ethl/34
channel-group 33 mode active
no shutdown
!
interface port-channel 33
description FCoE EtherChannel Link to FI-B
switchport mode trunk
switchport trunk allowed vlan 305
spanning-tree port type edge trunk
|

interface vfc 33
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bind interface port-channel33
switchport trunk allowed vsan 5
switchport mode F

no shutdown

Cisco UCS B-Series Blade Server System

The Cisco UCS B-Series Blade Server system is the heart of the Cisco SBA
Unified Computing System architecture. This section provides information
on initial system setup and basic service profile configuration to prepare
your first running server to boot on one of the blade server modules.
Additional information is provided for setting up service profiles with mul-
tiple interfaces and boot-from-SAN configurations.

Completing the Initial System Setup

1. Complete cabling and ensure connectivity
2. Configure management switch ports

3. Complete initial fabric interconnect setup

Complete cabling and ensure connectivity

The Cisco UCS fabric interconnects act as the concentration point for all
cabling to and from the UCS 5100 Series Blade Server Chassis.

Step 1: Connect the two fabric interconnects together using the integrated
ports labeled L1/L2. These ports are used for replication of cluster informa-
tion between the two fabric interconnects, not the forwarding of data traffic.

Step 2: Attach the management Ethernet ports from each fabric intercon-
nect to the out-of-band Ethernet management network created in the Cisco
SBA—Data Center Deployment Guide (or appropriate Ethernet segment)
where they can be accessed for overall administration of the system.
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Step 3: Populate each blade chassis with two fabric extenders (/0 mod- )
ules) to provide connectivity back to the fabric interconnects. Procedure 2 Configure management switch ports

Step 4: From the Cisco UCS 5100 Blade Server Chassis, connect one I/0 In the Cisco SBA—Data Center Deployment Guide, an Ethernet out-of-band
module to the first fabric interconnect. Connect the second I/0 module to management network was created. The management ports for the Cisco

the second fabric interconnect. After you have configured the fabric inter- UCS fabric interconnects should connect to this switch and use IP address-
connects, they will be designated as “A” and “B” fabric interconnects. ing from the management VLAN. The ports on the management switch

should be configured for connecting to the fabric interconnect management

You can connect the I/0 modules to the fabric interconnects by using one, : —_
ports, as described in this procedure.

two, four, or eight cables per module. For system resiliency and throughput,
:;gdrﬁlzommended that you use a minimum of two connections per 1/0 Step 1: Configure the ports connected to Gisco UCS.

interface GigabitEthernetl/0/7

switchport access vlan 163
Management

Network switchport mode access

|
interface GigabitEthernet1/0/8
switchport access vlan 163

7/

UCS Fabric i switchport mode access
[ " —) S

Interconnects; G oyd- -~ === With this configuration, when both the fabric interconnects are up and

----- ------- I configured with the management IP addresses, they are able to ping the
Cisco Nexus 5500 switches.

N —————

UCS 5100 fi— |

Blade Chassis p——

Ports 1 through 4 on the fabric interconnects are shown as an
example. Additional blade chassis may be connected via their
integrated I/0O modules into any of the baseboard ports on the
fabric interconnect. It is recommended that for maximum virtual
NIC scalability, connect the I/O module to the fabric interconnect
with all I/O module ports included in a group of 8 fabric intercon-
nect ports; that is all I/O module ports connect to fabric intercon-
nect ports 1-8, or 9-16, or 17-24, etc.
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Complete initial fabric interconnect setup

You can easily accomplish the initial configuration of the fabric intercon-
nects through the Basic System Configuration dialog that launches when
you power on a new or unconfigured fabric interconnect.

This guide assumes you are configuring a new or unconfigured
unit. If you want to erase the configuration of a Cisco UCS Fabric
Interconnect, access the local management CLI and use the
erase configuration command:

UCS-A# connect local-mgmt
UCS-A (local-mgmt) # erase configuration

Step 1: Connect a terminal to the console port of the first fabric intercon-
nect to be configured, and then press Enter.

Step 2: In the Basic System Configuration Dialog, enter information as
shown below, and then establish a password for the admin account.
---- Basic System Configuration Dialog ----
This setup utility will guide you through the basic
configuration of the system. Only minimal configuration
including IP connectivity to the Fabric interconnect and its
clustering mode is performed through these steps.
Type Ctrl-C at any time to abort configuration and reboot
system. To back track or make modifications to already entered
values, complete input till end of section and answer no when
prompted to apply configuration.
Enter the configuration method. (console/gui) ? console
Enter the setup mode; setup newly or restore from backup.
(setup/restore) ? setup
You have chosen to setup a new Fabric interconnect. Continue?

(y/n):y

February 2013 Series

Enforce strong password? (y/n) [y]: y

Enter the password for “admin”: [xxxxx]

Confirm the password for “admin”: [xxxxx]
Next, you are prompted to confirm whether the fabric interconnect is part of
a cluster. The Cisco UCS cluster consists of two fabric interconnects, and all
associated configuration is replicated between the two for all devices in the
system.

Step 3: Create a new cluster.
Is this Fabric interconnect part of a cluster(select ‘no’ for
standalone)? (yes/no) [n]: yes
Each fabric interconnect has a unique physical IP address. A shared cluster
IP address is used to access Cisco UCS Manager after the system initializa-

tion is completed. The fabric interconnects are assigned one of two unique
fabric IDs for both Ethernet and Fibre Channel networking.

Step 4: Choose fabric A for the first fabric interconnect that you are setting
up.

Enter the switch fabric (A/B) []: A
The system name is shared across both fabrics, so “-a” or “-b" is auto-

matically appended to the name that you specify in the Basic System
Configuration Dialog when you set up one of the fabric interconnects.

Step 5: Name the Cisco UCS system.

Enter the system name: sba-ucs

Step 6: Apply the following example configuration as you respond to the
prompts.

Physical Switch MgmtO IPv4 address : 10.4.63.29

Physical Switch MgmtO IPv4 netmask : 255.255.255.0

IPv4 address of the default gateway : 10.4.63.1

Cluster IPv4 address : 10.4.63.31

Configure the DNS Server IPv4 address? (yes/no) [n]: n

Configure the default domain name? (yes/no) [n]: n

Join centralized management environment (UCS Central)? (yes/

no) [n]: n
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Step 7: The Basic System Configuration Dialog displays a summary of the cluster. Continue (y/n) ? y

configuration options that you chose. Verify the accuracy of the settings. Enter the admin password of the peer Fabric interconnect:
Unless the settings require correction, enter yes to apply the configuration. [xxxxx]
The system assumes the new identity that you configured. Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect...done
Following configurations will be applied: Peer Fabric interconnect MgmtO IP Address: 10.4.63.29
Peer Fabric interconnect Mgmt(0 IP Netmask: 255.255.255.128
Switch Fabric=A Cluster IP address: 10.4.63.31
System Name=sba-ucs Physical Switch MgmtO IPv4 address : 10.4.63.30
Enforced Strong Password=yes Apply and save the configuration (select ‘no’ if you want to
Physical Switch MgmtO IP Address=10.4.63.29 re-enter)? (yes/no): yes
Physical Switch MgmtO IP Netmask=255.255.255.0 Applying configuration. Please wait.
Default Gateway=10.4.63.1 Configuration file - Ok

Cluster Enabled=yes

Cluster IP Address=10.4.63.31

NOTE: Cluster IP will be configured only after both Fabric
Interconnects are initialized From this point forward, this guide primarily shows the use of
the Cisco UCS Manager GUI for management of the system;
however, you should become familiar with the console in case you
need very low-bandwidth remote access or a separate mode of

. . . . access for administrative tasks such as code upgrades or system
Applying configuration. Please wait. troubleshooting

Apply and save the configuration (select ‘no’ if you want to

re-enter)? (yes/no) :yes

Configuration file - Ok

After the system has booted, you can add the second fabric interconnect
to the cluster. Because you have already defined the cluster, you only need
to acknowledge the prompts to add the second fabric interconnect to the
cluster and set a unique IP address.

Step 8: Connect a terminal to the console port of the second fabric inter-
connect to be configured, and then press Enter.

Step 9: In the Basic System Configuration Dialog that follows, enter the
information as shown below, enter the admin password you configured on
the first fabric interconnect to establish a connection to the peer, enter the
management IP address for the second fabric interconnect, and then save
the configuration.
Enter the configuration method. (console/gui) ? console
Installer has detected the presence of a peer Fabric
interconnect. This Fabric interconnect will be added to the
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Configuring Communications Connections Using UCS Manager

1. Configure fabric-to-1/0-module links
2. Define Ethernet uplink ports
3. Configure SAN uplinks

Cisco UCS Manager is the management service for all of the components in
a Cisco UCS instance. Cisco UCS Manager runs on the fabric interconnects
and keeps configuration data synchronized between the resilient pair. The
primary access method covered here for using Cisco UCS Manager is the
Java-based GUI client, which you launch from a web browser.

Figure 8 - Cisco UCS Manager GUI
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The Cisco UCS Manager GUI consists of a navigation pane on the left side
of the screen and a work pane on the right side of the screen. The navigation
pane allows you to browse through containers and objects and to drill down
easily through layers of system management. In addition, the following tabs
appear across the top of the navigation pane:

« Equipment—Inventory of hardware components and hardware-specific
configuration

= Servers—Service profile configuration and related components such as
policies and pools
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« LAN—LAN-specific configuration for Ethernet and IP networking
capabilities

« SAN—SAN-specific configuration for Fibre Channel networking
capabilities

« VM—Configuration specific to linking to external server virtualization
software, currently supported for VMware

« Admin—User management tasks, fault management, and
troubleshooting

The tabs displayed in the navigation pane are always present as you move
through the system and in conjunction with the tree structure shown within
the pane itself. They are the primary mechanisms for navigating the system.

After you choose a section of the Cisco UCS Manager GUI in the navigation
pane, information and configuration options appear in the work pane on

the right side of the screen. In the work pane, tabs divide information into
categories. The work pane tabs that appear vary according to the context
chosen in the navigation pane.

Any computer that you want to use to run the Cisco UCS Manager client
must meet or exceed the minimum system requirements listed in the
“Release Notes for Cisco UCS Software,” which can be found on www.cCisco.
com.

Configure fabric-to-1/0-module links

On a newly installed system, one of your first tasks is to define which ports
on the fabric interconnects are attached to the I/O modules in each chassis
(these are referred to as server ports). This allows Cisco UCS Manager to
discover the attached system components and build a view of the entire
system.

Step 1: Using a browser, access the cluster IP address that you assigned
during initial setup in Procedure 3 “Complete initial fabric interconnect
setup” of the “Completing the Initial System Setup” process.

This example configuration uses 10.4.63.31 from the setup script.
Authenticate by using the configured username and password, and view the
initial screen.

Step 2: Choose Launch. The Cisco UCS Manager Java application
downloads.
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Step 3: In the navigation pane, click the Equipment tab, and then click Q@ & || owns | @) © | Moo et | (et ad

the Policies tab in the work pane. On the Policies tab, another set of tabs > G Enmert £ cauprert
H H H H lain Topology Wiswk abric Interconnects ervars ermal BCommissions irmwiare Management 7 Faulks

appears. By default, the Global Policies tab displays the Chassis Discovery 35 v s o [ Rt et S ol 9 ] iy s et FESERRR o

Pol ICy ﬁ Autoconfig Policies | Server Inheritance Palicies | Blads Server Discovery Poiicies | SEL Palicy | Power Groups

Link Grouping Preference of Port Channel is only supported on
Cisco UCS 2200 Series Fabric Extenders and is recommended
for most applications when using this model.

Step 4: In the Action list, choose the appropriate number of links for your
configuration, and then click Save Changes at the bottom of the work pane.

The chassis discovery policy may be set at 1, 2, 4, or max, which
is 8 links per fabric; the default value is one. This design sets the
value to two. You can add more links; this only defines the mini-

mum number of /O module links that must be active to discover a
chassis [sovmchonges | [ s vios_|

Step 5: In the navigation pane, click the Equipment tab, and then expand
Fabric Interconnects > Fabric Interconnect A > Fixed Module > Ethernet
Ports.

Objects are displayed representing each of the physical ports on the base
fabric interconnect system.

Step 6: Choose the desired port by clicking the port object, or choose
several sequential ports by clicking additional ports while pressing the Shift
key.
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Step 7: Right-click the selected port or group of ports, and then choose
Configure as Server Port.
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Step 8: On the “Successfully configured...” message, click OK.
Step 9: In the navigation pane, expand the tree to Fabric Interconnect B,

and then follow Step 5 through Step 8 to configure the resilient links from
Fabric B.
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After Cisco UCS Manager has discovered each of the chassis attached to
your system, you can use the Equipment tab in the navigation pane to verify
that each chassis, I/0 module, and server is properly reflected. If they do not
show up, or they indicate an error condition, right-click the chassis number,
choose Acknowledge Chassis, and in the pop-up window, click OK. After
the discovery process is done, you can see the result on the Main Topology
View tab in the work pane.

3 Fabric Interconnsets | . 5 rmal | B Decommissione

sssss

Define Ethernet uplink ports

In the Cisco SBA Unified Computing System reference design, Ethernet
uplink ports connect the fabric interconnects to the Cisco Nexus 5500UP
switches via 10-Gigabit Ethernet links. These links carry IP-based client and
server traffic, server-to-server traffic between IP subnets, and Ethernet-
based storage access such as iSCSI or NAS traffic. You may use ports from
either the base fabric interconnects or expansion modules as uplink ports.

Step 1: On the Equipment tab in the navigation pane, locate the ports that
are physically connected to the upstream switches.
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Step 2: Choose each port that you selected for your implementation (or
choose sequential ports by clicking additional ports while pressing the Shift
key), right-click, and then choose Configure as Uplink Port.

+ Cisco Unified Computing System Manager - FIG296x
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The Cisco SBA design implemented a port-channel configuration on

the upstream Cisco Nexus 5500UP Series switches as described in the
Procedure 1 “Configure Nexus 5500 port channels” earlier in this guide. You
must perform similar port-channel configuration for the Ethernet uplink ports
for the fabric interconnects.

Step 3: In the navigation pane, click the LAN tab, expand LAN > LAN Cloud
> Fabric A, and then select the Port Channels container.

Step 4: Click Add (green plus sign).

Step 5: Enter an ID and Name for the new port channel, and then click Next.
For example, enter an ID 50 and a name of Fabric-A-PC-50.

~+ Create Port Channel

Unified Computing System Manager

Set Port Channel Name

Create Port Channel

1. Set Port Channel Name
2. [ add ports

Fabric-A-PC-50
0

< Prev. | Mext = I

Frish || cancel

Step 6: In the Ports list, select the Ethernet ports to use as uplinks.

Step 7: Click the right arrows (>>) button. This adds the ports to the Ports
in the port channel list on the right. This design uses ports Slot-1, ports 17
through 20.

Pay close attention to the Slot ID column when you select the ports to be
added to the port channel. Integrated ports are listed with a slot ID of 1. If
you are using an expansion module, scroll down to find ports listed with a
slot ID of 2.
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Step 8: Click Finish. This completes the creation of the Ethernet uplink port
channel for Fabric A.

Step 9: Create a port channel for Fabric B by repeating Step 1 through Step
8.In Step 5, use a unique port-channel ID (for example, 51) and name (for
example Fabric-B-PC-51).

Port channel IDs are locally significant to each device; therefore, as shown,
the ID used to identify a port channel to the fabric interconnect does not
have to match the ID used for the channels on the Cisco Nexus 5500 switch
configuration. In some cases, it may be beneficial for operational support to
use consistent numbering for representation of these channels.

Configure SAN uplinks

If you will access all of your storage strictly over Ethernet by using iISCSI or
NAS protocols, itis not necessary to define or attach Fibre Channel uplinks,
and you can skip the Fibre Channel and FCoE uplink procedures.

If you want to use native Fibre Channel to extend the SAN from the data
center core to the Cisco UCS Fabric Interconnect, Option 1: complete
Option 1 of this procedure. If you want to use FCoE to extend the SAN from
the data center core to the Cisco UCS Fabric Interconnect, complete Option
2 of this procedure.

Option 1. Configure Fibre Channel SAN uplinks

On a Cisco UCS 6200 fabric interconnect, the baseboard ports are universal
ports that can run in the default Ethernet interface mode or can be changed
to operate in Fibre Channel mode. If you will be using Fibre Channel SAN
connectivity from your Cisco UCS 6200 fabric interconnect, the following
steps configure ports for Fibre Channel mode.

February 2013 Series

Changing the universal port mode operation from Ethernet

to Fibre Channel operation causes the fabric interconnect to
reboot. The remaining fabric interconnect remains active and
able to pass traffic. If this is a new system, this should not pose a
risk; if this is an existing system with active servers dual-homed,
servers continue to communicate via the remaining active fabric
interconnect.

Step 1: In the navigation pane, click the Equipment tab, expand Fabric
Interconnect, and then select the subordinate fabric interconnect, which in
this case in Fabric Interconnect B.
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Local Storage Information

This deployment uses the subordinate fabric interconnect first to avoid los-
ing GUI access to the fabric. Then it switches fabric interconnect roles and
configures Fabric Interconnect A.
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Step 2: In the work pane, click Configure Unified Ports. A popup warning
message appears.

Configure Unified Ports

Changing the port mode on either module causes an interruption in data traffic because changes to the fixed module
require a rebook of the Fabric interconnect and changes on an expansion module require a reboot of that module.

& The Configure Unified Ports wizard allows you to change the port mode from Ethernet to Fibre Channel or FC to Ethernet.

Are you sure you want to launch this wizard and reboot the modules associated with any reconfigured ports?

Step 3: Click Yes. This acknowledges the operation.

Step 4: On the Configure Fixed Module Ports screen, beneath the graphic
of the Fixed Module Ports, move the slider from right to left so that it
includes the two right-most ports (ports 47 and 48) for Fibre Channel opera-
tion, and then click Finish. This design uses two ports and the default Fibre
Channel port mode operation of uplink.

~ Configure Unified Ports

Unified Computing System Manager
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The Successfully Configured Ports box appears.
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Step 5: Click OK. The Fabric Interconnect-B reboots. While Fabric

Interconnect-B is rebooting the Overall Status shows inoperable until it
has completed the reboot and returns to operational state. Once Fabric
Interconnect-B returns to an Operable status, proceed to the next step.

General I Physical Ports I Fans I PsUs I Physical Displayl FSM I Fau\tsl Events | Statistics ]

~Fault 5 ¥ ~Physical Display
g V & A i T )‘.‘._. -
u] 4 u] u]
Status [

COverall Status: § Operable ¢
Thermal: © Ok Ul Up & Admin Down [l Fail | Link Down

Ethernet Mode: End Host
Fi Mode: End Hoskt Properties
~Actions Emes [

Product Hame: Cisco UCS 6296UP
‘endor: Cisco Systems, Inc. PIC: UCS-FI-6296UP
Revision: 0 Serial Mumber (SM): FOX1614GWMN
Available Memory: 14045 {GB) Total Memory: 16.232 (GB)

-ﬂi Carfigure Unified Ports

-ﬂi Internal Fabric Manager

Step 6: Log in to the Fabric Interconnect Cluster with an SSH CLI session to
the IP address 10.4.63.31, as defined in Step 6 of the “Complete initial fabric
interconnect setup” procedure.

Step 7: To avoid a long GUI access timeout when configuring Fabric
Interconnect-A Fibre Channel port mode, configure Fabric Interconnect-B to
be the primary.

login as: admin

Cisco UCS 6200 Series Fabric Interconnect

Using keyboard-interactive authentication.

Password:XXXX

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (c) 2002-2012, Cisco Systems, Inc. All rights

reserved.

The copyrights to certain works contained in this software are

owned by other third parties and used and distributed under

license. Certain components of this software are licensed

under

the GNU General Public License (GPL) version 2.0 or the GNU

Lesser General Public License (LGPL) Version 2.1. A copy of
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each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://www.opensource.org/licenses/lgpl-2.1.php

Step 8: Verify that Fabric Interconnect-A is now the primary.

sba-ucs-A# show cluster state
Cluster Id: 0x99fd3a5684dellel-0xa340547fee243524

A: UP, PRIMARY
B: UP, SUBORDINATE

HA READY

Step 9: Connect to the local management control process.

sba-ucs-A# connect local-mgmt

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (c) 2002-2012, Cisco Systems, Inc. All rights
reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under
license. Certain components of this software are licensed
under

the GNU General Public License (GPL) version 2.0 or the GNU
Lesser General Public License (LGPL) Version 2.1. A copy of
each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://www.opensource.org/licenses/lgpl-2.1.php

Step 10: Switch the primary role to fabric interconnect-B.

sba-ucs-A(local-mgmt) # cluster lead b
Cluster Id: 0x99fd3a5684dellel-0xa340547fee243524
sba-ucs-A(local-mgmt) #

This causes your SSH CLI session to disconnect and your Cisco UCS
Manager GUI console access to lose connection.

Step 11: Click Re-Login on the GUI console access popup message, and
then log in to Cisco UCS Manager again.
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Step 12: In the navigation pane, click the Equipment tab, and then expand
Fabric Interconnect. Note that Fabric Interconnect B is now the primary.

Step 13: Select the subordinate fabric interconnect, which in this case in
Fabric Interconnect A.

Step 14: Follow Step 2 and Step 4 above to configure Fibre Channel ports
on Fabric Interconnect A.

Next, after you have completed the tasks and the Fabric Interconnect A
has returned to operable state, you verify that you now have Fibre Channel
uplink ports available to configure.

Step 15: On the SAN tab, expand SAN Cloud > Fabric A > Uplink FC
Interfaces, and then expand Fabric B > Uplink FC Interfaces. You should
see the Fibre Channel uplinks listed in the display.

Equipmentl Serversl Lar | SAN | '-.-'MI Fl.u:lmin]

l.i.ll.:.ll

=1-=] san

=) 5aM Cloud

=) Fabric &

=l FC Part Channels
=il FCoE Port Channels
==l Uplink FC Intetfaces

C Lol FE Irkerface 1947
=l FC Interface 1945
-ﬁ] Uplink FCoE Interfaces
=] ¥SaNs

[=]-1EEE Fabric B

=l FC Part Channels
=il FCoE Port Channels
=B |Liplink FC Interfaces
C Lol FE Inkerface 1047
=l FC Interface 1945
-] Uplink. FCoE Intetfaces

Filter: All -

|+

Step 16: Connect the Fibre Channel configured ports on the Cisco UCS
6200 Fabric Interconnect to the data center core Cisco Nexus 5500 switch
SAN.
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Step 17: Disable unused ports by right-clicking the port name in the naviga-
tion pane, and then choosing Disable. When you disable unused ports, you
clear any system alerts tied to the unused ports in both fabric interconnects
Aand B.

Next, you must create a VSAN and assign it to the Fibre Channel port to
activate the port and transmit traffic. This VSAN should match the VSAN
configured on the corresponding SAN fabric, as referred to in Table 1 “Fibre
Channel VSAN to FCoE VLAN mapping.”

Step 18: In the navigation pane, click the SAN tab, and then expand SAN >
SAN Cloud > VSANSs.

Step 19: Right-click the SAN Cloud container, and then choose Create
VSAN.
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Step 20: Enter a Name for the VSAN, leave the default value selected for FC
Zoning as Disabled, and then select Both Fabrics Configured Differently.

Create VSAN o

Step 21: Enter the VSAN IDs corresponding to the SAN-A and SAN-B
VSANs configured in your SAN fabrics. In the Cisco SBA—Data Center
Deployment Guide, VSAN 4 is assigned to SAN-A, and VSAN 5 is assigned
to SAN-B.

Step 22: For each fabric, enter the VLAN that the Fibre Channel traffic
should use from the chassis to the fabric interconnects. VSAN ID 4 on
Fabric A corresponds to FCoE VLAN 304 on the fabric interconnect, and
VSAN ID 5 on Fabric B corresponds to FCoE VLAN 305 on the fabric
interconnect.

Step 23: When you have configured the VSAN IDs in this section, click OK.
A window shows the successful creation of the VSAN.

Now that you have created the VSAN, you can create a SAN port-channel to
connect to the data center core Cisco Nexus 5500UP switches.
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Step 24: In the navigation pane on the SAN tab, expand SAN Cloud, expand
Fabric A, right-click FC Port Channels, and then choose Create Port
Channel.

Step 25: Enter an ID and name for the port channel, and then click Next.

«+ Create Port Channel [ x]

Unified Computing System Manager

Set Port Channel Name

Create Port Channel

1. Set Port Channel Mame
2. Dugdeons

FabricA-FC_pC29
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Fris || cancel |

Step 26: In the Ports list, select the ports, and then click the right arrows
(>>) button to move them to the Ports in the port channel list. Click Finish
when you have added the physical uplink ports to the port channel.

~+ Create Port Channel

Unified Computing System Manager

Add Ports

Create Port Channel

L. Set povt channel ame
2. ¥ add Ports

Slok 1D Slot 1D WP
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Step 27: On the “Successfully created...” message, click OK.

Step 28: Expand FC Port Channels. You can see the newly created port
channel.

Step 29: In the main window, double-click the new port channel. The next
step is to configure the VSAN assignment.

Step 30: In the work pane, on the General tab, inside the Properties box, in
the VSAN list, choose the VSAN for SAN Fabric A on Fabric Interconnect A
operation, and then click Save Changes.

© O Swewr| Qopwons | @ O | Areringidiies | [Gex ]

»» = 5AM > (3 5AN Cloud * B8 Fabric A * =l FC Port Channels * 46 FC Port-Charnel 29 (Fabric A) & FC Port-Channel 29 (Fabric &)

Forts | Fauls | Events | Statistics

If the port channel fails to come up, you may have to reset the cor-
responding ports on the data center core Cisco Nexus 5500UP
switches. To do so via CLI, enter interface configuration mode for
the SAN port channel 29, enter the shutdown command, and then
enter the no shutdown command.

Step 31: Repeat Step 24 through Step 30 for the VSAN for SAN Fabric B on
Fabric Interconnect B.
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Option 2. Configure FCoE SAN uplinks

If you want to use FCoE to extend the SAN from the data center core to the
Cisco UCS Fabric Interconnect, as configured in Option 2: “Configure FCoE
SAN port channels” earlier in this guide, use this procedure.

First you must create a VSAN and assign it to the FCoE port channel. This
VSAN should match the VSAN configured on the corresponding SAN fabric
as referred to in Table 1 “Fibre Channel VSAN to FCoE VLAN mapping.”

Step 1: In the navigation pane, click the SAN tab, and then expand SAN >
SAN Cloud > VSANSs.

Step 2: Right-click the SAN Cloud container, and then choose Create
VSAN.
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Step 3: Enter a Name for the VSAN, leave the default value selected for FC
Zoning as Disabled, and then select Both Fabrics Configured Differently.

Create VSAN o

General-Storage
(1)

[oc | _conel |

Step 4: Enter the VSAN IDs corresponding to the SAN-A and SAN-B VSANs
configured in your SAN fabrics. In the Cisco SBA—Data Center Deployment
Guide, VSAN 4 is assigned to SAN-A, and VSAN b5 is assigned to SAN-B.

Step 5: For each fabric, enter the VLAN that the Fibre Channel traffic should
use from the chassis to the fabric interconnects. VSAN ID 4 on Fabric A
corresponds to FCoE VLAN 304 on the fabric interconnect, and VSAN ID 5
on Fabric B corresponds to FCoE VLAN 305 on the fabric interconnect.

Step 6: When you have configured the VSAN IDs in this section, click OK. A
window shows the successful creation of the VSAN.

Now that you have created the VSAN, you can create an FCoE SAN port-
channel to connect to the data center core Cisco Nexus 5500UP switches.

Deployment Details



Step 7: In the navigation pane, on the Equipment tab, locate the ports on
Fabric A that are physically connected to the data center core Cisco Nexus
5500 switches for FCoE SAN traffic. These ports were configured on the
data center core in Option 2: “Configure FCoE SAN port channels.”

Step 8: Choose each port that you selected for your implementation (or
choose sequential ports by clicking additional ports while pressing the Shift
key), right-click, and then choose Configure as FCoE Uplink Port.

Step 9: In the confirmation message, click Yes to configure the port as
FCoE Uplink Port.

Step 10: In the navigation pane, on the SAN tab, expand SAN Cloud,
expand Fabric A, right-click FCoE Port Channels, and then choose Create
FCoE Port Channel.
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Step 11: Enter an ID and name for the port channel, and then click Next.

~ Create FCoE Port Channel

Unified Computing System Manager

Create FCOE Port Channel Set Port Channel Name

1. Set Port Channel Hame
2. Dadd ports

Step 12: In the Ports list, select the ports, and then click the right arrows
(>>) button to move them to the Ports in the port channel list. Click Finish
when you have added the physical uplink ports to the port channel.
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Step 13: On the “Successfully created...” message, click OK.

Step 14: In the main window, double-click the new port channel. The next
step is to configure the VSAN assignment.
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Step 15: In the work pane, on the General tab, inside the Properties box, in
the VSAN list, choose the VSAN for the SAN Fabric A on Fabric Interconnect
A operation, and then click Save Changes.
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Step 16: Repeat Step 7 through Step 15 for Fabric Interconnect B FCoE
uplink ports and SAN port-channel creation.

Configuring Common System Address Pools and VLANs

1. Add a management IP address pool
Create UUID pool

Create WWNN pool

Create WWPN pools

Create MAC pool

Create VLANs

o o s ® N

When configuring the Cisco UCS Management address pools for a fabric
interconnect pair, it is advised to customize some addressing to your
environment so that you can more easily configure and identify addresses
related to a fabric interconnect or UCS Manager domain. However it is rec-
ommended to preserve the IEEE assigned organizationally unique identifier
(OUI) addressing when possible in order to avoid conflicts and operational
issues. This design will use a hex pair of “FF" as the UCS Manager domain
identifier for this fabric interconnect pair in the following fields:

Universally unique identifier (UUID) suffix pool
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Fibre Channel World Wide Node Name (WWNN) and World Wide Port
Name (WWPN) pools

MAC address pool

In addition to the Cisco UCS Manager domain identifier, some pools
will contain a UCS Fabric Interconnect identifier of OA or OB for Fabric
Interconnect A and B respectively.

Table 2 - Cisco UCS Manager Fibre Channel WW Names pools

WW Name field | Address Comments

WW Node Name | 20:FF:00:25:B5:00:00:01 Preserve NAA=2 format
prefix (20:)

WW Port Name 20:FF:00:25:B5:0A:00:01 | Fabric Interconnect-A

FI-A WWPN range

WW Port Name 20:FF:00:25:B5:0B:00:01 | Fabric Interconnect-B

FI-B WWHPN range

The VLAN and IP address assignment in this process aligns to the address-
ing used in the Cisco SBA—Data Center Deployment Guide as well as
VLAN 160, which is used in the Cisco SBA—Data Center Virtualization

with Cisco UCS, Nexus 1000V, and VMware Deployment Guide. Actual
VLANs and IP address assignment may vary based on your deployment
requirements.

Table 3 - Cisco SBA data center VLANs and IP address ranges

VLAN |VLAN name IP address Comments

148 Servers_1 10.4.48.0/24 General network server use

149 Servers_2 10.4.49.0/24 General server use

150 Servers_3 10.4.50.0/24 General server use

154 FW_Inside_1 10.4.54.0/24 Firewall-protected servers

155 FW_Inside_2 10.4.55.0/24 Firewall and IPS protected
servers

160 1kv-Control 10.4.60.0/24 Cisco Nexus 1000V Control

161 vMotion 10.4.61.0/24 Reserved for VMware vMotion
traffic future use

162 iISCSI 10.4.62.0/24 Reserved for iSCSI storage
traffic

163 DC-Management |10.4.63.0/24 |Out-of-band data center
management VLAN
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Add a management IP address pool

The Cisco UCS Manager GUI provides a launching point to direct keyboard-
video-mouse (KVM) access to control each of the blade servers within the
system. To facilitate this remote management access, you must allocate

a pool of IP addresses to the blade servers within the system. These
addresses are used by the Cisco UCS KVM Console application to com-
municate with the individual blade servers. You must allocate this pool

of addresses from the same IP subnet as the addresses assigned to the
management interfaces of the fabric interconnects, because a common
default gateway is used for their communication.

This procedure assigns an IP address pool from the DC-Management IP
address range listed in Table 3.

Step 1: In the navigation pane, click the LAN tab, expand LAN > Pools >
root > IP Pools, and then choose IP Pool ext-mgmt.

=z HLAN’ @Pools’ ‘!:I‘rout’ !LﬁPuols’ﬂIPPoolext-mgﬂt

Step 2: In the work pane, on the General tab, click Create Block of IP
Addresses.
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152 1P Pool ext-mgm

Step 3: Allocate a contiguous block of IP addresses by specifying the start-
ing address in the From box, the Size of the block, the Subnet Mask, and
the Default Gateway, and then click OK. The size of the block needs to be
large enough to assign one address to each server connected to the fabric.
In this example, you can use 32 addresses for the size of the block.

+ Create Block of IP Addresses

Create a Block of IP Addresses L7

Step 4: After you complete the initial setup, ensure that the system firmware
is updated to the most current version or to the version recommended for
your installation.

O\  Reader Tip

Detailed information on upgrading firmware is available at:
http://www.cisco.com/en/US/products/ps10281/prod_
installation_guides_list.html
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Step 3: In the Create a Block of UUID Suffixes window, in the From box,
Procedure 2 Create UUID pool enter a unique, randomized base value as a starting point. This guide
assigns the Cisco UCS Manager domain an identifier of “FF” in the suffix

Step 1: In the navigation pane, click the Servers tab, expand Servers > field.

Pools > root > UUID Suffix Pools, and then choose Pool default. . Create a Block of UUID Suffixes

>> o Servers b @ Poals * lél. root * E UUID Suffix Pools * H Pool default E Pool defaul E
i stas s s [evens Create a Block of UUID Suffixes

424210C6-2A98-11E2

' ekt sequemsd

O\ Reader Tip

A universally unique identifier (UUID) suffix pool is a collection of
SMBIOS UUIDs that are available to be assigned to servers. The
first number of digits that constitute the prefix of the UUID are
fixed. The remaining digits, the UUID suffix, are variable. A UUID
suffix pool avoids conflicts by ensuring that these variable values
are unigue for each server associated with a service profile that
uses that particular pool. It is recommended that you do not alter
the UUID prefix, and only customize the UUID suffix for your
identification requirements.

You can find UUID generation tools that are compliant with RFC
4122 on the Internet. For an example, see:
http://www.famkruithof.net/uuid/uuidgen

Step 4: In the Size box, enter a number larger than the number of servers
or service profiles that you require to use the same pool. If future expansion
is required, you can add multiple UUID suffix blocks to the same pool. For

a base system startup, a simple, small pool is sufficient. This example uses

Step 2: On the General tab, under the Actions pane, select Create a Block ot2.

of UUID Suffixes. Step 5: Click OK
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Create WWNN pool

A World Wide Names (WWN) pool is a collection of WWNSs for use by the
Fibre Channel vHBAs in a Cisco UCS domain. You must provision a pool of
World Wide Node Names (WWNNSs) in the system, and you must assign the
WWNNSs in the pool to servers that need to access the Fibre Channel SAN.
You assign one WWNN from the pool to each server. Each WWNN corre-
sponds to the identity of a Fibre Channel end-node. World Wide Port Names
(WWPNSs) are assigned to the vHBA

Step 1: In the Cisco UCM Manager navigation pane, click the SAN tab, and
then expand SAN > Pools > Root > WWNN Pools.

Step 2: Right-click WWNN Pools, and then select Create WWNN Pool.

Step 3: Enter a Name and Description for the new pool, and then click
Next.

Unified Computing System Manager

Define Name and Description

Create WWNN Pool
1. v Define Name and
Description
2. [ add wnn plocks

Next, create a block of WWNN addresses by defining a starting point and
the quantity of addresses in the block.

Step 4: In the Add WWN Blocks work pane click Add.

Step 5: In the Create WWNN Block window, in the From box, enter a
WWN prefix. The system provides a prefix to help ensure uniqueness of
the WWNN values on the SAN. Assign the last three segments of the base
WWNN value in colon-delimited notation, as needed for your system. This
guide assigns the Cisco UCS Manager domain an identifier of “FF” in the
second hex pair of the WWN block, thereby preserving the required “20”
hex pair in the first block, and the OUl identifier of “00:25:B5" in hex pairs 3
through 5.
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O\  Reader Tip

For more information on WWN, WWNN, and WWPN, see the
Cisco UCS Manager GUI Configuration Guide:
http://www.cisco.com/en/US/docs/unified_computing/ucs/sw/gui/
config/guide/2.0/b_UCSM_GUI_Configuration_Guide_2_0_
chapter_011000.html

Step 6: In the Size box, specify the number of node names required, and
then click OK.

|+ CreatewwiiBlock
Create WWN Block ©

Step 7: Click Finish. This completes the creation of the new WWNN pool. If
you include a pool of WWNNs in a service profile, the associated server is
assigned a WWNN from that pool.
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Create WWPN pools

Both Fibre Channel port and node addressing assignments are required in
order for Cisco UCS to provide access through the SAN fabric to the disk
array. Using WWPNs and WWNNs that are independent from the physical
hardware allows you to assign the service profile to any server in the Cisco
UCS system. This allows the server to assume the correct server identity
and SAN access privileges. Similar to the WWNN pool that you created in
Procedure 3, you must provision a pool of WWPNSs for the system to assign
port addresses consistently when you add new service profiles to the
system. A given device can have only one WWNN but many WWPN's. We
will create two pools for WWPNSs, one for Fabric A and other for Fabric B.

Step 1: In the Cisco UCM Manager navigation pane, click the SAN tab, and
then expand SAN > Pools > Root > WWPN Pools.

Step 2: Right-click WWPN Pools, and then select Create WWPN Pool.

Step 3: Enter a Name and Description for the pool, and then click Next.

-~ Create WWPN Pool

Unified Computing System Manager

Create WWWPN Pool Define Name and Description 2

1.  pefine Name and
Description

2. L add wan Blocks Name: [SBA-WWPN-Faba

Descrip Port WWH Assi |

ass'g'lna'lt&da:. & Default ¢ Sequential

Step 4: On the WWN Blocks page, click Add. This creates a new WWPN
block.

Step 5: In the Create WWN Block window, in the From box, assign a unique

WWPN value that identifies that the WWPN pool belongs to Fabric A,
according to Table 2.
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Step 6: In the Size box, specify the number of port names required in the
pool, and then click OK.

x|
Create WWN Block 7

From: &JZ&FF:MZE:BMI

To ensure unigueness of WWHNs in the SAN fabric, you are strongly
encouraged to use the following WWH prefix:
20:00:00:25:b500momo

oK I Cancel

Step 7: Click Finish.

Step 8: Repeat the above steps to create WWPN pool for Fabric B, follow-
ing the addressing assigned in Table 2.

A MAC poolis collection of MAC addresses that are unique in their Layer 2
environment and are assigned to the vNICs on a server. This pool of MAC
addresses is used by vNIC interfaces in service profiles. Using a pool

of MAC addresses instead of hardware-based MAC addresses allows a
service profile to retain the same MAC address for its network interfaces,
even when it is assigned to a new blade server in the system.

Similar to the Cisco UCS domain addressing used in the previous proce-
dures in this process, you assign a domain identifier of “FF” for this UCS
domain. It is recommended that you retain the OUl value in the MAC address
field (00:25:Bb) and assign any unique identifiers to the right of this portion
of the address field.

Step 1: In the Cisco UCM Manager navigation pane, click the LAN tab, and
then expand LAN > Pools > Root > MAC Pools.
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Step 2: Under MAC Pools section, select MAC POOL default.

»> S]Lan » @B Pools %, root + B MAC Pools * M8 MAC POOL default 158 MAC POOL default|
| MAC Addresses[ MACs [ Fauhs[ Events.

Step 3: Right-click MAC POOL default, and then select Create a Block of
MAC Addresses. The Create a Block of MAC Addresses window allows you
to define the starting address and the number of addresses to include in the
block. Next, you create a block of addresses large enough to allocate one
address to each vNIC that will exist in the system.

Step 4: In the First MAC Address box, add the starting address for
the MAC address block, and then in the Size box, enter the number of
addresses to allocate.

Create a Block of MAC Addresses ©

Step 5: Click OK, and then click OK to acknowledge creation of the pool.
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The VLANSs created for the Cisco SBA data center are replicated here for
your reference. Actual VLANs and IP address assignment may vary based
on your deployment requirements.

Table 4 - Cisco SBA data center VLANs and IP address ranges

VLAN | VLAN name IP address Comments

148 Servers_1 10.4.48.0/24 General network server use

149 Servers_2 10.4.49.0/24 General server use

150 Servers_3 10.4.50.0/24 General server use

154 FW_Inside_1 10.4.54.0/24 | Firewall-protected servers

155 FW_Inside_2 10.4.55.0/24 Firewall and IPS protected
servers

160 1kv-Control 10.4.60.0/24 Cisco Nexus 1000V Control

161 vMotion 10.4.61.0/24 Reserved for VMware vMotion
traffic future use

162 iISCSI 10.4.62.0/24 Reserved for iSCSI storage
traffic

163 DC-Management | 10.4.63.0/24 | Out-of-band data center
management VLAN

Step 1: Inthe Cisco UCM Manager navigation pane, click the LAN tab, and
then select LAN Cloud.

Step 2: Right-click LAN Cloud, and then select Create VLANSs.
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Step 3: Enter a VLAN Name, select Common/Global, options for scope of
VLAN and enter the VLAN ID, and then click OK.

Create VLANs

WLAN MamePrefiz: (LDE_Management

Multicast Policy Mame:  <not set= = [ cCreate Mulkicast Policy

% CommonyGlobal ¢ Fabric & Fabric B € Both Fabrics Configured Differently

‘f'ou are creating global YLANs that map to the same ¥LAN IDs in all available Fabrics,

Enter the range of ¥LAMN IDs.(e.g, "2009-2019", "29,35,40-45", "23", "23,34-45")

YLAN IDs: !153|

Shating Type: |5' More ¢ Primary Isolated|

Step 4: In the Create VLANs dialog box that pops up, you will note that
VLAN was successfully created. Click OK.

Step 5: Create the remaining VLANSs by following Step 1 through Step 4.

Most single operating systems that have been installed directly
on a server use a single VLAN for server-to-network operation. In
hypervisor installations where multiple applications or servers will
be hosted, trunking multiple VLANSs is more likely.
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Configuring Virtual Adapter Templates

1. Create Network Control Policy
2. Create VNIC templates
3. Create VHBA templates

This process will configure a basic Network Control Policy, an Ethernet vNIC
template, and a Fibre Channel SAN vHBA template.

Create Network Control Policy

Cisco Discovery Protocol (CDP) should be enabled in order to help trouble-
shoot any connectivity problems on both physical and virtual adapters.
Create a policy to enable CDP.

Step 1: In the navigation pane, click the LAN tab, and then expand LAN >
Policies > root > Network Control Policies.

Step 2: Right-click Network Control Policies, and then choose Create
Network Control Policy.
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Step 3: In the Create Network Control Policy dialog box, enter a name for Step 4: Under Target, ensure only Adapter is selected, select Updating
the policy, select Enabled for CDP, and then click OK. Template as the Template Type, and then select all VLANs that needs to be
assigned to the vNIC.

+ Create Network Control Policy

- Step 5: In the Network Control Policy list, select the policy created in
Create Network Control Pﬂllc‘r‘ O Procedure 1. This template will be added to the Service Profiles in the later
sections. By selecting Updating Template as the Template type, vNICs
created from this template are updated if the template changes.

~ Create vNIC Template

Create vNIC Template ©

DC_Management
Create VNIC templates FW_Inside_1

FWw _Inside_2

Servers_1

A VNIC template defines how a vNIC on a server connects to the LAN. You
create two vNIC templates, one associated to Fabric A and other associated

to Fabric B.
Step 1: In the navigation pane, click the LAN tab, and then expand LAN >
Policies > root > vNIC Templates.
CDP-En-LinkLoss
(1]
Step 2: Right-click vNIC Templates, and then choose Create vNIC
Template. default -

<not set> -

Step 3: Enter a name for vNIC template, and then for Fabric ID, select Fabric
A
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Create vHBA templates

The vHBA template defines how a vHBA on a server connects to the Fibre

Fabric failover is appropriate for configurations with a single Channel SAN.

host operating system installed directly on the blade server. For

a virtualized environment, it is recommended instead that you dis- Step 1: In the navigation pane, click the SAN tab, and then expand SAN >

able fabric failover, present multiple vNICs to the hypervisor, and Policies > root > vHBA Templates.

allow the hypervisor system to manage the failover of traffic in the

event of a loss of connection to one of the fabric interconnects. Step 2: Right-click vHBA Templates, and then choose Create vHBA

See the Cisco SBA—Data Center Virtualization with UCS, Nexus Template.

1000V and VMware Deployment Guide for more information on

presenting multiple vNICs to a hypervisor explanation. Step 3: Enter the following information and then click OK:
Name—vHBA-Fabric-A
Fabric ID—A

Step 6: Click OK. - Select VSAN—General Storage, which was created in Procedure 3

“Configure SAN uplinks.”
Step 7: Repeat Step 1 through Step 6 in order to create a vNIC template for

vNICs that connect to Fabric B. - Template Type—lnitial Template

- WWPN Pool—SBA-WWPN-FabA, which was created in Procedure 4

3 El Lan + & Palicies * ‘ﬁt‘ roat ¥ . wMIC Templates . wNIC Templates| “Create WWPN pools ”
) (=) | Fier | = Export (g Print + Create vHBA Template
Name | WLAH Native YLAR [E
= [T vMIC Template vNIC-Fabric-4 - Create 'UHBA Template @
=l Metwork DC_Management DC_Managemment i
i el Metwork N1ky-Control M1ky-Cantral i
=il Network Servers_1 Servers_L i
=il Mebwark Servers_2 Servers_2 i
il Network YOI YD1 (8 vHBA-Fabric-A
=il Network, iSCST [ ol
© el Nebwork viation WMotion Is vHBA Template For Fabric A
=5 wMIC Template WNIC-Fabric-B S
=il Metwork DC_Management DC_Managemment i
=il Mebwork Mky-Contral M 1ky-Cantral i
il Metwark Servers_1 Servers_L i
Ml MNebwork Servers 2 Servers_2 i
=il Network ¥DI DI i
=il Nebwork iSCST {5051 [ad
=il Metwark vMation wiokion i

default -

Cancel |
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Step 4: Repeat Step 2 through Step 3 in order to create a vHBA template for
vHBAs that connect to Fabric B, using the following information:

Name—vHBA-Fabric-B
Fabric ID—B

Select VSAN—General Storage which was created in Procedure 3
“Configure SAN uplinks.”

Template Type—Initial Template

WWPN Pool—SBA-WWPN-FabB which was created in Procedure 4
“Create WWPN pools.”

53 El SAN ¢ Palicies * gla rook ¥ vHBA Templates
~wHBA Templati

wHEA Templates

\# |= | = Expart L_f‘r,Prlnt

Name IEEI
-l vHBA Template vHEA-Fabric-4 =l
i Lol vHBA IF General-Storage
-] wHEA Template vHEA-Fabric-B
ool wHEA T General-Storage

Configuring Server Boot Policy

1. Create local disk configuration policy
2. Create alocal boot policy

3. Create a SAN boot policy

In this process, you will create:
- AlLocal Disk policy for servers that have physically local hard drives.

- A No Local Disk policy for servers that have no physically local hard
drives and will utilize SAN boot.

- A lLocal Boot policy for servers that will boot from removable media such
as Compact Disks (CD) or a local hard drive.

- A SAN Boot policy for servers that will boot from removable media such
as CDs or a SAN boot target LUN.

Building multiple policies will provide flexibility for different hardware
environments in your Cisco UCS domain.
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Create local disk configuration policy

The local disk configuration policy allows the service profile to define how
the block storage is structured on the local disks installed in each Cisco
UCS blade server. Acommon configuration is to have two locally installed
disks in each blade, set up for mirrored storage.

Step 1: In the navigation pane, click the Servers tab, and then expand
Servers > Policies > root > Local Disk Configuration Policies.

Step 2: Right-click Local Disk Configuration Policies, and then select
Create Local Disk Configuration Policy.

Step 3: Enter a Name and Description for the policy, and then in the Mode
list, choose Raid 1 Mirrored.

Step 4: Ensure Protect Configuration is selected. If selected, the server
retains the configuration in the local disk configuration policy even if the
server is disassociated from the service profile.

~ Create Local Disk Configuration Policy

Create Local Disk Configuration Policy

Mame: |Raid-1-Mirrored

Description: [Mirrored Disk Polil:'_r|

Mode: @RAID 1 Mirrored -

Protect Configuration: v

If Protect Configuration is set, the |ocal disk corfiguration is preserved if the service profile is disassociated with
the server.

In that case, a configuration errar will be raised when a new service profile is associated with that server if the local
disk configuration in that profile is different.

Step 5: Click OK, and then acknowledge the creation.

To prepare for servers that boot from SAN, you create a policy that will not
configure and install any Local Disk for your blade server.

Step 6: In the navigation pane, click the Servers tab, and then expand
Servers > Policies > root > Local Disk Configuration Policies.
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Step 7: Right-click Local Disk Configuration Policies, and then select
Create Local Disk Configuration Policy.

Step 8: Enter a Name and Description for the policy, and then in the Mode
list, choose No Local Storage.

 Create Local Disk Configuration Policy

Create Local Disk Configuration Policy &

Mame: [Mo_Disk

Description: |9AN only Configuration

[ 1Mo Local Storage -
(1}

Step 9: Click OK, and acknowledge the creation.

Create a local boot policy

The server boot order policy allows you to control the priority of different
boot devices, to which the server will have access. In this procedure, you will
first configure a basic boot policy that boots first from removable media—in
this case, an attached CD or DVD drive—and then from the internal disk.

Step 1: In the navigation pane, click the Servers tab, and then expand
Servers > Policies > root > Boot Policies.

Step 2: Right-click Boot Policies, and select Create Boot Policy.

Step 3: In the Create Boot Policy window, enter the Name and Description
for the boot policy.

Step 4: Click the down arrows on the Local Devices container, click Add
CD-ROM first, and then click Add Local Disk.

The order of the devices in the list is displayed as a number in the Order
column of the table.
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Step 5: Verify the choices, and then click OK.

» Create Boot Policy

Create Boot Policy

Name:J{auut—cD—LucaIDisk
;

Description: |
Reboot on Book Order Change: |

Erfarce vMIC/vHBA/ISCST Mame: E)l'

WARNINGS:

The bype (primarysecordary) doss not indicabe & boot order pressnce.,

The effective order of boot devices within the same device dass (LAN/StoragefiSCSI) is determined by PCIe bus scan order.

TF Enforce ¥NIC/¥HBA/ISCSI Name is selected and the vHIC]»HBAISCSI does not exist, & config errar wil be reparted,

TF it is not selected, the vNICsjvHBAS(ISCSI are selected if they exist, otherwise the vHIC/vHEA/ISCSI with the lowest PCIe bus scan order is used,

- o 1+ (=) &L Filter = Export | i Print

] 5i B

; ! Mame [ o | WNICHHBAJSCSIvMIC | Twee | wmd | wwld [
(%) CD-ROM 1 5|
= Storage H

* I Local Disk
¥NICs L
ISCSI vNICs 3

Create a SAN boot policy

The following steps will guide you to create boot-from-SAN policy. The
policy will include a boot order that starts with any attached removable
media, such as CD or DVD, and then will specify target WWPN of the storage
system that houses the server boot LUN.

In addition to the configuration on the Cisco UCS for SAN boot, you will need
to configure a LUN on your storage array, and Fibre Channel zoning on the
data center core for the server to storage array connections according to
the Cisco SBA—Data Center Deployment Guide.

On storage arrays with redundant storage controllers, you may have up to
four paths to the target LUN (LUN 0) for boot, two paths over SAN-A and two
paths over SAN-B. If your storage array does not have redundant storage
controllers, you only have two paths, one path over SAN-A and one over
SAN-B. Only one of the paths will be configured as primary.

Table 5 - Example vHBA SAN boot target connections

vHBA | Target type | Boot target WWPN Target array controller

fcO Primary 50:06:01:61:3C:E0:60:E2 | A
fcO Secondary 50:06:01:69:3C:E0:60:E2 | B
fct Secondary 50:06:01:60:3C:E0:60:E2 | A
fct Secondary 50:06:01:68:3C:E0:60:E2 | B
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Step 1: In the navigation pane, click the Servers tab, and then expand
Servers > Policies > root > Boot Policies.

Step 2: Right-click Boot Policies, and then select Create Boot Policy.

Step 3: In the Create Boot Policy window, enter the Name and Description
for the boot policy.

Step 4: Click the down arrows on the Local Devices container, and then
click Add CD-ROM first.

~ Create Boot Policy

Create Boot Policy

Local Devices 2

Add Local Disk ) Order LGN ZETE
Add CDROM l I = = 5
[Eae {%) CD-ROM 1 :

1+ (= |Qﬁh|amt|%mt

wNICs ¥
iSCST vNICs ¥

Step 5: In the left pane, click vHBAs, and then click Add SAN Boot.

When you create a boot policy that targets the WWPN of the
storage system, the boot policy may be reused across multiple
service profiles. Many storage systems can present a different
LUN as a boot LUN or LUN 0 to different initiators, based on the
initiator WWPN address. Referencing a common boot policy pro-
motes configuration consistency across similar service profiles.
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Step 6: Inthe Add SAN Boot window, in the vHBA box, enter a name
(Example: fc0) that you will be defining for the vHBA of your system. For
Type, select Primary, and then click OK.

Because the boot policy references the vHBA by name, you must
name interfaces consistently across service profiles that need to
share a common boot policy definition.

Make note of the vHBA names you use, as you will use the same
name for vHBA in your service profiles in a later procedure.

Add SAN Boot o

Step 7: In the Create Boot Policy window, click Add SAN Boot Target.
Step 8: Inthe Add SAN Boot Target dialog box, in the Boot Target LUN box,

enter the specific LUN number for the system to boot. Typically, the boot
LUN is presented by the storage system as LUN 0 to the requesting initiator.
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Step 9: In the Boot Target WWPN box, enter the proper SAN target WWPN
of FC adapter interface of target array controller A using SAN-A, and then
click OK.

Add SAN Boot Target ©

Step 10: Click Add SAN Boot Target.

Step 11: In the Add San Boot Target dialog box, keep the Boot Target LUN
as 0.

Step 12: In the Boot Target WWPN box, enter the proper SAN target WWPN
of FC adapter interface of target array controller B using SAN-A, and then
click OK.

~ Add SAN Boot Target

Add SAN Boot Target 7

20:06:01:69:3CE0:60:E2
nEe=
IYHE: | [ FEGMETY S FSECnninErY,

Now you will add SAN Boot targets for your second vHBA.

Step 13: In the left pane, click vHBAs, and then click Add SAN Boot.
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Step 14: In the Add SAN Boot window, in the vHBA box, enter a name
(Example: fc1) that you will be defining for the second vHBA of your system,
and then click OK. The type will be set to Secondary.

Add SAN Boot 7

TYEE: | B FrinEry G E=apeEpy

Step 15: Click Add SAN Boot Target.

Step 16: In the Add SAN Boot Target dialog box, in the Boot Target WWPN
box, enter the proper SAN target WWPN of FC adapter interface of target
array controller A using SAN-B, and then click OK.

Add SAN Boot Target ©

Step 17: Click Add SAN Boot Target.

Step 18: In the Add SAN Boot Target dialog box, deep the value for Boot
Target LUN as 0.
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Step 19: In the Boot Target WWPN box, enter the proper SAN target The following summary screen shows multiple vHBAs configured with
WWPN of FC adapter interface of target array controller B using SAN-B, multiple paths to the SAN target boot LUN 0.
click OK, and then click OK to create the policy.

+ Create Boot Policy

+ Add SAN Boot Target

Add SAN Boot Target ©

Create Boot Policy

o
_ 14 (= | &, Fiter | @ Export |ig Print
1 Add Local Disk
B0:06:01:68:3CEMGMER @) Add co-ROM Name Order [ wiIC/HBASCSIWNIC [ Type LD Wi ®
[0 [ Add Floppy ~(3) CD-ROM 1

! = [} Storage 2
- — D rirm = - - [=}- 5] SAN primary fc0 Primary
r]f,’.l-_': | . r‘rlfllﬂr}' g -l'—"—'J”dﬂr:f -] SAN Target primary Primary 0 50:06:01:61:3C:E0:60:£2
‘=] SAN Target secondary y 0 :E0:60:E2
- it @ P
"] SAN Target primary Primary ] 50:06:01:60:3CGE0:60:E2
Add SAN Boot ] SAN Target secondary y 0 FO:60:E2
Add SAN Boot Target

You can configure redundant access to the boot LUN for some
operating systems during installation; on others it must be added
after you have completed the initial installation.

For example: Windows requires a single HBA during installation
until multipath drivers are installed. For more information, see:
http://www.microsoft.com/downloads/details.
aspx?FamilylD=f4095fae-553d-4700-aafa-
1cce38bb618f&displaylang=en

Other operating systems have different requirements. Please
refer to your specific operating system documentation for han-
dling redundant SAN connections.
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Creating an Initial Boot Service Profile for Local Boot

1. Create Service Profile for Local boot

2. Assign service profile and policies

One of the core concepts of Cisco UCS Manager is the service profile. A
service profile defines all characteristics that are normally presented by a
physical server to a host operating system or a hypervisor, including the
presence of network interfaces and their addresses, host adapters and their
addresses, boot order, disk configuration, and firmware versions. The profile
can be assigned to one or more physical blade servers within the chassis. In
this way, what is traditionally thought of as the personality of a given server
or host is tied to the service profile rather than to the physical server blade
where the profile is running. This is particularly true if network-based or
SAN-based boot is configured for the profile. If local-boot is configured for
the profile, the boot images installed on the local hard drives of the physical
blade do tie the identity of the service profile to a given physical server
blade.

There are multiple supporting objects within the Cisco UCS Manager GUI

to streamline the creation of a service profile. These objects contain items
such as pools of MAC addresses for Ethernet, World Wide Port Names
(WWPNSs) for Fibre Channel, disk configurations, VLANs, VSANSs, etc. These
objects are stored by the system so that they may be referenced by multiple
service profiles, so you do not need to redefine them as you create each
new profile.

This process provides an example of how to create a basic service profile
for initial installation and boot of a host operating system or a hypervisor.
Throughout this process, you create reusable system objects to facilitate
faster creation of additional profiles that share similar characteristics. For
simplicity, in this process you configure a basic boot policy using local
mirrored disks. This initial profile creates the base system setup upon which
you can build additional, more advanced profiles. Later sections in this guide
show options for network-based or SAN-based boot.
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Create Service Profile for Local boot

Step 1: On the Servers tab in the navigation pane, expand the containers
underneath Service Profiles, and then select the Root container.

Step 2: On the General tab in the work pane, click Create Service Profile
(expert), and then on the Identify Service Profile page, enter a name for the
service profile in the Name box.

Step 3: In the UUID section, in the UUID Assignment list, choose the UUID
suffix pool you created in Procedure 2 “Create UUID pool”, and then click
Next.

Identify Service Profile
You rust enter a name for the service profile. You can also specify how a UUID will be assigned to this profile and enter a
ian of the profile

Create Service Profile (expert)

L. Y Identify Service Profile
2. Jyetworking
3. Dgorace Mame: [Servers_Local_Disk
4 Jzonng
5. L uircjubiea Placement

6. L gerver Boot Order

The service prafile wil be created in the Folowing organization. Tts name must be unique within this organization.

‘where: org-root

7. pairkenance polic Specify hows the ULID will be assigned ta the ser
8. U server Assignment U
9. 3 operational policies

LD Assignmer

B3 Create UUID Suffix Pool

The ULID wil be assigned from the selected pool.
The availabletotal UUIDs are displayed after the pool name.

ptianally enter 2 description far the prefile. The descriptian can cantain infarmation abaut when and whers the service prafile shauld be used.

Step 4: In the Networking section, Leave the Dynamic vNIC Connection
Policy list set to its default, and next to How would you like to configure
LAN connectivity? select Expert.
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Step 5: Click Add to add vNICs to the server.

~+ Create Service Profile (expert)

Networking
Optionally specify LAN configuration infarmation.

Creats Servics Profils (xpert)
1. Identfy Service Profile

- Networking
Storage
Zoning

D wMICIvHBA Placament
Serwer Boot Ordsr
Maintenance Policy
Server Assignment
Operational Policies

MAC Address Fabric ID Native VLAN

1 Delete. add [ Madfy.

Name. Overlay vHIC Name. i5C51 Adapter Policy MAC Address |

Add [ Delete B Modiy.

Step 6: In the Create vNIC window, in the Name box, enter a name for the
vNIC. For the example configuration, this guide uses ethO as the interface
name; representing Ethernet 0.

Step 7: Select Use vNIC Template. In the vNIC Template list, select the

vNIC Template created for Fabric A in Procedure 2 “Create vNIC templates.”

Step 8: In the Adapter policy list, select a policy from a list of pre-defined
policies set according to the OS vendor’s optimal performance suggestions.

This example uses the Ethernet Adapter policy for VMware.

+ Create ¥vNIC

wMIC-Fabric-& hd
(I

T
.
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Step 9:

Click OK. This adds the vNIC.

Step 10: Repeat Step 5 through Step 9 in order to add a second VNIC, eth
1, using the vNIC template for Fabric B, created in Procedure 2 “Create vNIC
templates.”

Step 11: On the Networking page, click Next.

~ Create Service Profile (expert)

1

2
3,
4
s
6
7
8
9,

Create Service Profile (expert)

+ L storage

+ 1) zoning Select a Policy to use (no Dynamic ¥NIC Policy by defaul) +

- aperational policies

Networking

Optionally specify LAN configuration information.
 Identify Service Profile B b ey B

 Networking

1 iicviiea Flacement
Server Book Order
Maintenance Policy
Server Assignment

Hame: MAC Address Fabric ID

Native ULAN

{1 ¥NIC etho Derived derived
©=dj vNIC eth1 Derived derived

oelete ERadd B Madfy

Overlay YNIC Mame: ISCS1 Adapter Policy

MAC Address

EdAdd [ Delete [ Modify
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Step 12: On the Storage page, in the Local Storage list, select the local
disk configuration policy created in Procedure 1 “Create local disk configu-
ration policy” for local disks installed in the Cisco UCS blade server.

Step 13: Next to How would you like to configure SAN connectivity?,

select Expert.

Storage

Optionally specify disk policies and SAN configuration information

SBA-WWNN(128/128) =

Step 14: In the WWNN Assignment list, select the WWNN pool created in
Procedure 3 “Create WWNN pool.”

Step 15: Click Add to add vHBA to the server.

Step 16: In the Create vHBA window, in the Name box, enter a name for the
vHBA. For the example configuration, this guide uses fc0 as the interface
name; representing vHBA 0.

Step 17: Select Use vHBA Template. In the vHBA Template list, select

the vHBA Template created for Fabric A in Procedure 3 “Create vHBA
templates.”
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Step 18: In the Adapter policy list, select a policy from a list of pre-defined
policies set according to the OS vendor’s optimal performance suggestions.
This example uses Fibre Channel Adapter policy for VMware.

Create vHBA

wHBA-Fabric-f -
(1)

[
K

Step 19: Repeat Step 15 through Step 18 in order to add a second VHBA,
fc1. Select the vHBA Template created for Fabric B in Procedure 3 “Create
vHBA templates.”

Step 20: On the Storage page, click Next.

+ Create Service Profile (expert)

Unified Computing System Manager

Storage
Optionally specify disk palicies and SAN canfiguration information.

SBA-WWHN(128/128) hd

= ~fvHBARO  Derive
=03 vHBA IF

=~GvHBAfl  Derive
=03 vHBA If

1 Delete Add [ Modify.
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Step 21: On the Zoning page, do not make any changes. Click Next.

Step 22: On the vNIC/vHBA Place page, leave the defaults, and then click
Next. The system places the virtual interfaces on the physical interfaces that
exist on the blade servers with which this profile will be associated.

Step 23: On the Server Boot Order page, in the Boot policy list, select the
boot policy created in Procedure 2 “Create a local boot policy,” which is
configured to first boot from CD/DVD drive and then from the internal disk.

Click Next.

~ Create Service Profile (expert)

Unified Computing System Manager

Create Service Profile (sxpert)

+  Identify Servics Profile

Server Boot Order
Optionally specify the boot policy for this service profile

- Wetworking

-V storage

+ ¥ Zoning.

+  VHIC/vHEA Placement:

- Server Boot Order

- psinkenance policy

U Server assianment
Operational Palicies

oo oW

Belect a boot policy.

Boot Policy: i me et - E3 Create Eoot Policy

Name; Boot-CD-LocalDisk
Description:
Reboot on Book Order Change: No

Enforce vRIC/vHBA/ISCSI Name: No
WARNINGS:

The type (primaryjsecondary) does not indicate a boot order presence.

The effictive order of boot devices within the same device class (LAN/StoragefiSCS1) is determinsd by PCle bus szan order.

IF Enforce ¥NIC/¥HBA/iSCST Name is selected and the vIIC/vHBAISCST does nat exist, a config error will be reported

TFit s nat selected, the vNICs/vHEAS/ISCSI are selected I they exist, otherwise the vNIC/VHBA/ISCSE with the lowest PCTe bus scan order is used.

Book Order

4 (=) | & Fiter| = Export | iz Prink
Hame Order VNICHHEAISCST wNIC Type Lun ID wwn [
-(@) CD-ROM 1 =
£ storage z
- [ Local Disk
Create (5CET ViIC Set 5251 Baok Parameters

Step 24: On the Maintenance Policy page, leave all default settings, and
then click Next.

Step 25: On the Server Assignment page, in the Server Assignment list,
select Assign Later, and then click Next.

Step 26: On the Operational Policies page, leave all default settings, and
then click Finish.

Step 27: On the successful completion message, click OK. This exits the
Service Profile Creation Wizard.
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Assign service profile and policies

Cisco UCS has the ability to assign a service profile directly to a specific
server, pre-provision an unused chassis slot, assign the profile to a pool of
servers, or assign the profile to a physical blade server later.

Step 1: In the navigation pane, click the Equipment tab, and then click the
Chassis# from which you want to select the server.

Step 2: Expand Servers, and then click the server you want. By default, the
General tab displays.

Step 3: On the General page, in the Actions section, click the Associate
Service Profile link.

Step 4: In the Associate Service Profile window, select the service profile
from the list of available service profiles, and then click OK. This associates
the service profile to the selected server.

Associate Service Profile :
Select an existing service profile to associate with the selected server.

- Seryice Profiles

* fvailable Service Prafiles { All Service Profiles

Seleck ET foTle=
[l fEE Service Profile Servers_Local_Disk org-root =
& o Service Profile Servers_SAM_Boot arg-rookt
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Step 5: If you want to check the progress on the service profile that is being
applied on the server, in the work pane, click the FSM tab. When progress

status reaches 100%, it completes the service profile association to a server.

»> BB Equipment * S Chassis * &l Chassis 1 * w Servers * w, Server 1 g Slot 1

Generall Inventoryl Wirkual Mach\nesl Installed Firmware | SEL Logs | ¥IF Paths' Faultsl Events  F3M |Stat\stics Temperatures' Power]

FSM Status: In Progress
Description:
Current FSM Name: Associate
Completed at:

Progress Status: - 7%

Remote Invocation Result:
Efror Code: None

Error Description:

Step 6: After the service profile is applied to a server, you can now boot
the server to install an operating system. The operating system installation
media is available by either locally attached removable media, or KVM
Console Virtual Media.

@ Reader Tip

For further details on how to install VMware on a server, please
refer to Cisco SBA—Data Center Virtualization with UCS, Nexus
1000V and VMware Deployment Guide.

The installation begins as is typical for the given operating system.
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Creating a Service Profile for SAN Boot

1. Create service profile for SAN boot

2. Associate server to service profile

Booting service profiles directly from a Fibre Channel SAN can provide key
advantages for ensuring server and application availability. With all operat-
ing system files and application data specific to the server stored on the
SAN, your organization benefits from SAN disk redundancy and backup
practices. This approach works in conjunction with the hardware indepen-
dence provided by Cisco UCS-specific constructs such as shared pools of
Ethernet and Fibre Channel addressing. Together, these attributes provide
the ability to move a service profile among blade servers within the system
programmatically, with no physical intervention required. This concept is
known as stateless computing.

Fibre Channel uses World Wide Node Names (WWNN) and World Wide Port
Names (WWPN) to communicate over the SAN. This process illustrates how
to create a new service profile for SAN boot based on the existing example
profile that you created in the previous process, “Creating an Initial Boot
Service Profile for Local Boot.”

Create service profile for SAN boot

In this procedure, you clone the service profile that you created in the previ-
ous process, “Creating an Initial Boot Service Profile for Local Boot.”

Step 1: On the Servers tab in the navigation pane, right-click the name of
the profile you created in the previous process (Example: Servers_Local_
Disk), and then choose Create a Clone.

Step 2: In the Clone Name box, enter a name that clearly identifies the

profile as a SAN boot server instance (Example: Servers_SAN_Boot), and
then click OK.
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Step 3: On the Servers tab in the navigation pane, click on the service
profile you created in the previous step.

Step 4: Click the Storage tab, and then click the vHBAs tab. Under the
Actions pane, click Change Local Disk Configuration Policy.

2> g Servers ¢ ﬁ Service Profiles » ls:!.‘ root * fs Service Profile Servers_SAN_Boot ﬁ Service Profile Servers_SAN_Boot|

| General | Storage | Network | iSCS1 vNICs | Boot Order | Virtual Machines | FC Zones | Polides | Server Details | Fsm | VIF Paths | Faults | Events

Step 5: In the Change Local Disk Configuration Policy window, in the Select
the Local Disk Configuration Policy list, select the No_Disk configuration
policy you created in Procedure 1 “Create local disk configuration policy,”
and then click OK.

Change Local Disk Configuration Policy ©

Step 6: Click the Boot Order tab in the work pane, and then in the Actions
area, click Modify Boot Policy.

»> g Servers $ Service Profiles * .!:I. root * $ Service Profile Servers_SAN_Boot 3 Service Profile Servers_SAN_Boot|

General | Storage | Network | iSCSI vNICs | Boot Order | virtual Machines | FC Zones | Policies | Server Details | FaM | VIF Paths | Faults | Events
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Step 7: In the Modify Boot Policy window, under Boot Policy list, select the
policy created for SAN boot in Procedure 3 “Create a SAN boot policy,” and
then click OK. This assigns the new boot policy to the profile.

After you select the new boot policy, the work pane shows the new boot
order information, including the correct target LUN ID and WWPN number.

Modify Boot Policy L7}

1) (=) | Fiter | = Export | iz Print
| order | wnicpHsaiscsiviic | Type

2
fecd
50:06:01:61:3C:E0:60:E2
50:06:01:69:3C:E0:60:E2

5 SAM Target primary
5 SAM Target secondary

50:06:01:60:3C:E0:60:E2
50:06:01:68:3C:E0:60:E2

=] SAN Target primary
i..=] SAN Target secondary

SetiSC5I Boot Parameters.

Procedure 2 Associate server to service profile

After the service profile is created and boot policy is assigned, associate the
service profile to an open server on the chassis.

Step 1: In the navigation pane, click the Equipment tab, and then click the
Chassis# from which you want to select the server.

Step 2: Expand Servers, and then click the server you want. By default, the
General tab displays.

Step 3: Onthe General page, in the Actions section, click the Associate
Service Profile link.
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Step 4: In the Associate Service Profile window, select the service profile
from the list of available service profiles, and then click OK. This associates
the service profile to the selected server.

~ Associate Service Profile E

Associate Service Profile
Select an existing senice profile to associate with the selected server.

Service Profiles

f* Available Service Profiles ¢ All Service Profiles

Select Mame Jrg Assoc Skake F
[C ?'E Service Profile Servers_SAN_Boot org-took IUnassociated =
[ ?_'.E Service Profile C_Series_Server_Profi. .. |org-root |Unassociated

Step 5: If you want to check the progress on the service profile that is being
applied on the server, in the work pane, click the FSM tab. When progress
status reaches 100%, it completes the service profile association to a server.

»> EE Equipment * S Chassis * &l Chassis 1 * w Servers * wp Server 1 g Slot 1

Generall Inventoryl Wirtual Mach\nesl Installed Firmware | SEL Logs | ¥IF Paths| Faultsl Events  FSM |Stat\st|cs Temperatures' Power]

FSM Status: In Progress
Description:
Current F5M Mame: Associate
Completed at:

Progress Status: - 7%

Remobe Invocation Result:
Efror Code: None
Error Description:

Step 6: After the service profile is applied to a server, you can now boot
the server to install an operating system. The operating system installation
media is available by either locally attached removable media, or KVM
Console Virtual Media.

@ Reader Tip

For further details on how to install VMware on a server, please
refer to Cisco SBA— Data Center Virtualization with UCS, Nexus
1000V and VMware Deployment Guide.

The installation begins as is typical for the given operating system.
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Step 7: When you choose a target disk destination for the installation,
ensure that the new LUN 0, accessible over the Fibre Channel SAN, is
selected.

Step 8: If you want, you can provision the SAN to expose multiple LUNs to a
given initiator. For example, you can use separate LUNs to house operating
system boot files and files that contain application-specific data or database
contents. In a hypervisor environment, a LUN specific to an individual profile
is presented as a boot LUN. A larger LUN, accessible to multiple initiators, is
used to house virtual machine-specific files. In this way, multiple virtualized
servers can access the virtual machine files.

Creating Multiple Service Profiles through Templates

1. Create a service profile template

2. Create a service profile from a template

Service profile templates are one of the ways to simplify the creation of new
service profiles. The template approach ensures that consistent policies
within the system are applied to a given service or application by using the
same basic parameters—such as the number of vNICs and vHBAs—and
with identity information drawn from the same pools. These templates may
be configured as one of two types of service profile templates:

« Initial templates—A service profile created from an initial template
initially inherits all the properties of the template, but after you create the
profile, it is no longer connected to the template. If any changes were to
be made to one or more profiles created from this template, you must
change each profile individually.

« Updating templates—A service profile created from an updating
template inherits all of the properties of the template and remains
connected to the template. Any change to the template automatically
updates the service profiles created from the template. The updating
template feature is a powerful tool for managing updates to multiple
servers with minimal administrative overhead.

The following procedures describe how to create a service profile template
and then create a service profile from the template.
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Create a service profile template

Step 1: In the Cisco UCS Manager navigation pane, click the Servers tab,
expand Service Profile Templates, and then click the organization root.

Step 2: In the work pane, on the General tab, click Create Service Profile
Template.

Step 3: In the Create Service Profile Template window, enter the Name of
the template.

+ Create Service Profile Template

Unified Computing System Manager

Identify Service Profile Template ?)
You must enter a name for the serwvice profile template and specify the template type. You can also specify how a UUID will be
assigned to this template and enter a description,

[Servers_Local_Disk_TMP
0]

Create Service Frofile Template

1. Identify Service
Profile Template
Dpetnorking
D Storage
Zoning
DVNIC vHEA Placement
Server Boot Order
Maintenance Policy
Server Assignment
Uperational policies

R R

Step 4: Verify that the Initial Template option (default value) is selected.

Step 5: In the UUID Assignment list, choose an existing UUID pool, and
then click Next.
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Step 6: Follow the steps in Procedure 1, “Create Service Profile for Local
boot”, to fill all required fields for the Storage, Networking, Zoning, vNIC/
vHBA Placement, Server Boot Order, and Maintenance Policy pages.

The difference between creating a service profile versus creating a service
profile template is that the template only allows you to choose a server pool
in the Server Assignment window, but not for the individual blade server.

Step 7: Click Next.

~ Create Service Profile Template

Unified Computing System Manager

Server Assignment

Optianally specify a server paal for this senice profile template

Create Service Frofile Template

1. Identify Service Profile
Templste

2. etworking

3. storage

4 zoning

S+ YHIC/YHBA Placement

6. Server Boot Order

7. Maintenance Policy

8.  Server Assignment
5. Jopergtiznal Folices Gup O

Firmware Management (BIDS, Disk Controller, Adapter)

Step 8: On the Operational Policies page, leave the default settings, and
then click Finish.
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Create a service profile from a template

Step 1: In Cisco UCS Manager, click the Servers tab in the navigation pane,
expand Service Profile Templates, and then click the organization where
the new service profile template was created earlier under root.

Step 2: Right-click the service profile template from which you want to
create the profiles, and then click Create Service Profiles From Template.

= Cisco Unified Computing System Manager - FI6296x

Q@ @ @ Ronns | @ @ | fhpendnasaie: | Blex

5w Servers * [ Service Profie Templates * 4%, root * ] Service Template Servers_Local Disk TMP [ Service Template Servers Local_Disk_THP

Storage | Metwork | i5CSTvICs | Boot Order | Policies | Events | st

o

e Servers
=5 Service Profiles
4%, raot

f. g2, Sub-Organizations
[ servics Profile Tamplates

Associated Server Pool

Maintenance Policy

Show Navigator Management IP Address

Pol
% ;L‘(:Zt Create Service Profiles From Template
- &5 adapter Folicies Create a Clone.
£ eros Defauks Disassociate Template
55 BIOS Policies
& Boot Policies Associate with Server Pool
++ 3 Boot Poiicy Boot-CD-LocaDisk Change ULID

5 Boot Poicy defaul:
i & Bact Palicy diag
* & Boot Policy utlity Change Local Disk Configuration Policy
55 Host Firmware Packages
55 1PMI Access Profilss
- 5 Local Disk Config Policies
£ Maintenznce Policies
5 Managemert Firmware Packages
55 Pawer Control Policies copy aulec
£ Serb Poiicies
- 5 Serial over LAN Policies
£ server ol Puicies Delete
55 Server Padl Policy Qualifications
55 Threshold polices ‘

Change World Wide Node Name

Change Dynamic WNIC Cannection Policy
Change Serial over LAN Policy
Modiy NIC/VHBA Placement

Copy L creL

Ctr+D

55 15CS1 Authertication Profiles
- 5 WNIC/uHBA Placement Policies
- i

Step 3: In the Create Service Profiles from Template window, enter a
Naming Prefix for the new profiles, enter the Number of profiles you want to
create (or leave the default value of 2), and then click OK.

+ Create Service Profiles From Template E3

Create Service Profiles From Template ©

Lab_Servers_Local_Disk

o4 I Cancel

February 2013 Series

Step 4: On the message “Successfully created service profiles from
template,” click OK.

Step 5: In the navigation pane under Servers > Service Profiles > root,
verify that your new service profiles were created.

@ O o new~

22 o Servers ﬁ Service Profiles * ‘1:.‘ rook

@gptions| © 0 |4

Sub-Organizations [ Service Profiles [ Pools

Equiprment |

(]
4
>
B

li.llI.:J|

[l SErvErS
155 Service Profiles

B,
E]--EE Lab_sServers_Local_Disk1
EE Lab_3ervers_Local_Diskz
EE Lab_Servers_Local_Disk3
EE Lab_Servers_Local_Disk4
EE Lab_3Servers_Local_DiskS
EE Lab_3Servers_Local_Diska
EE Lab_servers_| ocal_Disk?
= Lab_servers_Local_Disks
% Servers_Local_Disk
.I:!] Sub-Crganizations
[—}-. Service Profile Templates

[ ,£, root

. Service Template Servers_Local_Disk_TMP

----- &% Sub-Organizations

|»

A

Frrm O W B W O W e B
[ ais e ais niie il nils il

This completes the creation of service profiles from a service profile
template.
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Cisco UCS C-Series Rack-Mount Server

This module covers deploying the Cisco UCS C-Series Rack-Mount Server.
This module includes information on initial system setup and basic con-
figuration to prepare your server to communicate over Ethernet and FCoE
using Cisco Integrated Management Controller (CIMC) to configure server
settings. This module also includes details on integrating the Cisco UCS
C-Series server with the Cisco Unified Computing System and allowing the
server to be managed by Cisco UCS Manager. CIMC is the management
service for the Cisco UCS C-Series servers. CIMC runs within the server
and allows you to use a web-based GUI or SSH-based CLI to access, config-
ure, administer, and monitor the server. Aimost all tasks can be performed
in either interface, and the results of tasks performed in one interface are
displayed in the other.

Cisco UCS C-Series Rack-Mount Servers may be connected to the Cisco
SBA data center infrastructure using available interfaces on the Cisco
Nexus 5500UP Series Switches or through the Cisco Nexus 2000 Series
Fabric Extenders. Switching access or trunk port modes may be configured
according to the settings appropriate for the installed operating system.
Details for data center core port configurations are covered in the Cisco
SBA—Data Center Deployment Guide.

The final process in this module details how the Cisco UCS C-Series server
can be integrated into the Cisco Unified Computing System and be man-
aged by the same Cisco UCS Manager that controls the UCS B-Series
blade servers by connecting to a UCS Fabric Interconnect through a Cisco
Nexus 2232PP Fabric Extender. This integration provides a single manage-
ment interface to Cisco UCS B-Series and C-Series servers.

@ Reader Tip

Details on supported C-Series servers and network adapter
cards for UCS integration with Cisco UCS Manager 2.1(1a), as well
as the installation instructions for your specific C-Series server,
can be found at:
http://www.cisco.com/en/US/docs/unified_computing/ucs/c-
series_integration/ucsm?2.1/b_UCSM2-1_C-Integration.html
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If you are deploying your Cisco UCS C-Series servers for UCS-managed
integration, complete the following processes only:

- Configuring Cisco Integrated Management Controller
Updating Firmware for Cisco UCS C-Series Server

Integrating Cisco UCS C-Series into the Cisco UCS Manager
Environment

Configuring Cisco Integrated Management Controller

1. Configure management access

Configure management access

To access the CIMC controller remotely, you must either statically assign

a management IP address or have a DHCP server servicing the VLAN or
subnet to which the server is connected. This procedure assigns a static IP
address to the server and requires the following information:

IP address—10.4.63.66

- Subnet mask—255.255.255.0
Default gateway—10.4.63.1
Password

Step 1: Connect a keyboard, video display, and mouse to the server for the
initial setup, and then power up the server.
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Step 2: When the server boots up, you have the option to set up BIOS, boot

menu, network boot, and CIMC Configuration. While in BIOS, press F8 to
start CIMC Configuration.

Total M

Memory Operat i

Entering CIMC Configuration Utility...

Step 3: Under NIC mode, press the Spacebar. This enables Dedicated.

The10/100 management ports included on the server are used to access
CIMC. The management ports are connected to the out-of-band Ethernet
management network, which is detailed in the Cisco SBA—Data Center
Deployment Guide.

NIC redundancy

Factory Defaults

Default User ic)

i
HAHRHEHA

FPort Profile

To manage the Cisco UCS C-Series server as a standalone
server using dedicated Ethernet ports for CIMC access, choose
NIC mode Dedicated. To access CIMC via Cisco Card, or to man-
age the server when connected to a Cisco UCS fabric intercon-
nect, see the following guide for more information:
http://www.cisco.com/en/US/docs/unified_computing/ucs/c/hw/
C240/install/install.htmI#wp1400933

Details for managing a Cisco UCS C-Series server with Cisco
UCS Manager appear later in this guide, in the “Integrating
Cisco UCS C-Series into the Cisco UCS Manager Environment”
process.

Step 4: Under IPV4 (Basic), press the Spacebar. This action disables the
default DHCP enabled. Then enter CIMC IP, Subnetmask, and the default
Gateway.

Step 5: Under NIC redundancy, verify that Active-Standby is enabled.

If you are using a server with a single management NIC, like the
Cisco C200 Series, select a NIC redundancy of None.

Step 6: Under Default User (Basic), enter a default password. The default
username is admin.

Step 7: Press F10. This saves the settings.
Step 8: Press F5 (Refresh). This reflects the latest configuration.

Step 9: Wait until the new settings appear, and then press Esc to exit and
reboot the server.


http://www.cisco.com/en/US/docs/unified_computing/ucs/c/hw/C240/install/install.html#wp1400933
http://www.cisco.com/en/US/docs/unified_computing/ucs/c/hw/C240/install/install.html#wp1400933

Configuring LSI RAID

1. Configure the LSI RAID adapter

If you are going to connect your Cisco UCS C-Series Server to a Cisco UCS
Fabric Interconnect and manage it with Cisco UCS Manager, you may skip
this process and continue with the next process “Updating Firmware for
Cisco UCS C-Series Server.”

Configure the LSI RAID adapter

The LSl Integrated Mirroring feature is used to safeguard critical information
by mirroring a set of data on two or more disks. In the event of a drive failure,
data can be recovered from the mirrored drive, and the failed drive can be
replaced. The server used in this lab setup has two identical 600 GB hard
drives with one optional LSI RAID controller. This procedure configures the
two drives for RAID 1 (mirroring).

@ Reader Tip

The following setup uses the LS| Integrated Mirroring feature. For
a more elaborate RAID setup, see more specific LS| documenta-
tion at:

http://www.Isi.com

Step 1: After the server has started the boot process, look for the screen as
shown in the figure below. When you see this screen, press Ctrl-H.
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This guide was tested with LS| MegaRAID. Servers provisioned
with other RAID controllers, such as the LSI 1064E and LS| 1068E
RAID controllers, use Ctrl+C to access the LSI RAID config utility
setup screens.

Press {Ctrl><{H> for WebBIOS or press <{Ctrl><{Y¥> for Preboot CLI

Step 2: Choose the adapter, and then select Start.

Adapter Selection

Firmuware FPkg. Version

Step 3: On the MegaRAID BIOS Config Utility Physical Configuration
window, select Configuration Wizard.

MegaRAID BIOS Config Utility Physical Configuration s
LSI5Z

|Pl_1|_.jsica.1 View -

i Slot: 0, 3435, HDD, 557.561 GE , Unconfigured Good
| L|<. Slot:l, SAS, HDD, 557861 GE , Unconfigured Good

BN Bt 2|
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Step 4: On the Configuration Wizard, select New Configuration. This option
deletes the previous configuration and creates a new configuration. Click
Next.

MegaRAID BIOS Config Utility Configuration Uizard

0
LI

Configuration Wizard guides you through the steps for configuring the MegaRAID
system easily and efficiently. The steps are as follows:

1. Drive Group definitions Group drives into Drive Groups.
Z-Wirtual Drive definitions Define wirtual drives using those drive groups.

3. Configuration Preview Preview configuration before it is saved.

Pleaze chooze appropriate configuration type:
(~ Clear Configuration Allows you to clear existing configuration only.

Hew Configuration Clears the existing configuration- I you have any existing data

in the earlier defined drives, the data will be lost.

¢~ Add Configuration Retains the old configuration and then adds new drives tothe
configuration. This is the safest operation

a2 it doss not result in any data loss-

% Cancel I mp Next I

Step 5: On the MegaRAID BIOS utility confirm page, a warning message
will be displayed, stating that you are about to delete all data from all virtual
drives. Select Yes.

Are you sure you want to clear the configuration?

e Vo

Step 6: In the Configuration wizard, select Automatic Configuration, and
in the Redundancy list, choose Redundancy when possible, and then click
Next. If two drives are available, WebBIOS creates a RAID1 configuration.

Select Configuration Method :

- Manual Configuration

HManhually create drive groups and virtual drives and set their parameters as desired.

(s Automatic Configuration

butomatically create the most efficient configuration.

Redundancy: Redundancy when possible ﬂ

% Cancel I 4n Back | mip Hext I

Step 7: In the Configuration Preview page, notice that the RAID level of the
logical drive is RAID1. Select Accept.

this configuration.

Drives Virtual Drives

Configuration Preview: This is the configuration defined. Click ACCEFT to save

| |_D< Wirtual Drivel: RAIDIL: 557801 GE
| L{K. Zlot:l, 345, HDD, 557.861 GE , Onlin

M 3 BT >

% Cancel I 4n Back | & fcocept |

Step 8: On the confirm page, select Yes. The configuration is saved.



Step 9: You will be prompted with a confirmation page, stating that all data
on the new Virtual Drive will be deleted and the virtual drive will be initial-
ized. Select Yes. Once the virtual drive has been initialized, you will see the
following screen.

MegaRAID BIOS Config Utility Virtual Drives

Fo RO TR ERA

Sl

Virtual Drives:

| |_® VDO: RAID1: 55

61 GE: Optimal

Fast Initialize
Slow Initialize
Check Consistency

Properties

900 00D

et Boot Drive [current= NONE)

Ry, GO I Ky Eesget I

Step 10: On the MegaRAID BIOS Config Utility Virtual Drives window, select
Home. You return to main WebBIOS config utility window.

Step 11: Select Exit. On the exit confirmation page, select Yes.

Step 12: Reboot the server. It recognizes the new RAID configuration.
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Updating Firmware for Cisco UCS C-Series Server

1. Configure virtual media

2. Upgrade UCS C-Series server firmware

Itis recommended that you update your Cisco UCS C-Series servers with
the latest firmware and BIOS. The Cisco UCS P81E Virtual Interface Card
requires Management Controller Firmware version 1.2.X or later. Support
for configuration of FCoE over network interface virtualization (NIV) needs
Management Controller Firmware version 1.4.1 or later.

Support for integrating a Cisco UCS C-Series server with Cisco UCS to be
managed by Cisco UCS Manager running release 2.1(1a) or later is listed in

Table 7 below.

Table 6 - Cisco UCS C Series server firmware used in Cisco SBA

Server type

Host Upgrade
utility version

Virtual interface card type

Cisco UCS C220 M3

1.4(7a)1

Cisco UCS VIC 1225

Cisco UCS C240 M3

7b)1

Cisco UCS VIC 1225

Cisco UCS C200 M2

Cisco UCS P81E VIC

Cisco UCS C210 M2

1.4(7b)
1.4(3p)5
1.4(3p)

3p)5

Cisco UCS P81E VIC

Table 7 - Cisco UCS C-Series integration with UCS Manager firmware

requirements

Integration | CIMC
Server model |type version BIOS version | VIC firmware
Cisco UCS Single wire | 1.4(6) 1.4(7a) 21(0.457a)
C220 M3
Cisco UCS Single wire | 1.4(6) 1.4(7a) 21(0.457a)
C240 M3
Cisco UCS Dual wire 1.4(3c) — 2.0(2g)
C200 M2 minimum
Cisco UCS Dual wire 1.4(3c) — 2.0(2g)
C210 M2 minimum
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U Reader Tip

Details on supported Cisco UCS C-Series servers, network
adapter cards, and firmware requirements for Cisco UCS inte-
gration, as well as the installation instructions for your specific
C-Series server, can be found at:
http://www.cisco.com/en/US/products/ps11736/products_
installation_and_configuration_guides_list.html

Note that Cisco UCS Manager single-wire-management integration requires
a Cisco UCS Virtual Interface Card 1225.

Configure virtual media

Step 1: In a browser, enter the IP address you configured earlier in Step 4
of the “Configure management access” procedure under the “Configuring
Cisco Integrated Management Controller” process. This opens the CIMC
login page.

You receive a Security Certificate warning in your browser on initial login
before you can connect to the login screen.

Step 2: Click Accept. This acknowledges the certificate warning.

Step 3: Log in by using the default username admin and the password you
configured earlier.
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You can launch the CIMC GUI and manage the server from any
remote host that meets these minimum requirements: Java 1.6
or later, HTTP and HTTPS enabled, and Adobe Flash Player 10 or
later.

Step 4: On the Server tab, click Remote Presence.

Step 5: On the Virtual Media tab, verify that Enabled is selected.

il ciseo Integrated Management Controller

CIsco

Overall Server Status

| Jsood

Server

¢ | £ L B @ O
Remote Presence

Virtual Media l Serial over LAN \

Virtual KWM

Virtual Media Properties
Enabled: [&

Active Sessions: 0

Summary

Inventary

Sensars

System Event Log Enable Virtual Media Encryption:

Remote Presence

BIOS
Power Policies

Fault Summary

If you do not select Enabled, you will receive the error “Either
Virtual Media is detached or ..” when you try to map a remote
disk.

Step 6: Click Save Changes.

Deployment Details


http://www.cisco.com/en/US/products/ps11736/products_installation_and_configuration_guides_list.html
http://www.cisco.com/en/US/products/ps11736/products_installation_and_configuration_guides_list.html

Upgrade UCS C-Series server firmware

You can use the Cisco Host Upgrade utility to upgrade the following
firmware:

CIMC

System BIOS

LAN on motherboard

LSI

Cisco UCS Virtual Interface Card

Step 1: Download the Cisco UCS Host Upgrade utility ISO file from www.
cisco.com. The version of Cisco UCS used in this guide is Server Firmware
version 1.4(7a)1 for a Cisco UCS C-Series C220 M3 Rack Server.

Step 2: Locate the ISO file corresponding to the model of your server,
download the file, and store it locally on your hard disk.

Downloads Home > Products > Servers - Unified Computing > Cisco UCS C-Series Rack-Mount Standalone Server Software > Cisco UCS C220 M3 Rack Server Software >
Unified Computing System (UCS) Server Firmware-1.4(7Ta)1

Cisco UCS C220 M3 Rack Server Software

Release 1.4(7a)1 Release Notes for 1.4(72)1 |l &
Expand All | Collapse All

File Information Release Date Size
pjLatest Releases

1.4(7a)1 Cisco UCS Host Upgrade Utili 21-NOV-2012 167.09 MB
v All R(els)ases ucs-c220-huu-1.4. 7:,ﬂ| iso & __Dmmlnnd
1.4(7a)1 —
1.4(6d) -_
1.4(6c)
1.4(50)2
1.4(50)
1.4(5¢)
1.4(50)1
1.4(4a)1
1.4(4a)
February 2013 Series

Step 3: Inthe CIMC Console, on the Server tab, click Summary, and then
click Launch KVM Console.

Step 4: In the KVM Console dialog box, select the Virtual Media tab. The
virtual media feature allows for media on your desktop to be available to the
remote host.

[ 10.4.63.66 - KVM Console

File Help
::: vir It
Client View
Mapped | Read Only [ Drive :
r ¥ & E-CDDVD
r D: - Removable Disk

Step 5: Click Add Image, and in the Open dialog box, select the Host
Upgrade utility ISO file that you downloaded in Step 2.
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Step 6: Select the check box in the Mapped column for the ISO file. Do not
click Exit when complete. Instead, proceed to the next step.

File Help
KVM | Virtual Media

Client View

Mapped | Read Only | Drive Exit

[ ] & E:-CDIDVD

Create Image
r ~ =) D: - Removable Disk 2
B C:\Usersivsathiam\Desktop\Feb2013FTPcs-c220-huu-1.4.7a.1.is0 - 150 Image File Add Image...

Remove Image...

Details ¢

Step 7: In the KVM Console, click the Macros tab, and then select Ctrl-Alt-
Del. The server reboots.

Step 8: During the server's power-on self-test, press F6. Use the arrow
key to select Cisco Virtual CD/DVD, and then press Enter. Do not close the
virtual media screen while it is in use.

EMTER ti

> to boot usi

After the server boots from the selected device, the following screen is
displayed as the host loads the ISO image from the virtual disk drive.

[SYSLINUX 3.86 2010-04-01 EBIOS Copyright (C) 1994-Z2010 H. Peter Anvin et al
Loading svmlinuz
Loading /pnuosimg.cgz

Step 9: After the server loads the upgrade utility and displays the screen
below, press n to read the Cisco end-user license agreement (EULA), and
then press y to accept the EULA.

C-Series Host Based Upgrade v1.4(7a)l
(c) 2011 Cisco 3ystems, Inc. fill rights reserved.

CZ220 Server

CIMC .. 1.40(64)

BIOS CZ2Z0M3.1.4.6a.0.071620120647

LOM EEPROM-CISCO VERSIONS 1.59 - 02.10

LOM ISCSI-PXE-UEFI-CLP VERSIONS 2.7.165 - 1.3.82 - 5.0.05 - 2.7.105
L3I 9Z66-8i 3.151.05-1458

Ucs VIC 1225 Slot 1 .... 2.1(0.367f) - uboot - 2.1(0.367f)

This tool supports updating of CIMC,/BIOS-/LOM/LSI-VIC/BroadcomrsIntel images.
Once the update starts it cannot be stopped. After updating the
system will be rebooted when exited.

Have you read Cisco EULA?
Press 'y’ to continue , 'n’ to read EULA, "¢’ to exit(reboot)




Step 10: In the Host Upgrade utility screen, at the Enter Choice prompt, Step 11: Once all firmware except the BIOS has been upgraded, the follow-

enter 11 for all of the above. This upgrades CIMC, BIOS, LAN on mother- ing screen indicates that updating the BIOS will power down the server. For
board (LOM), LSI, VIC firmware, and Peripheral Component Interconnect the “Updating BIOS will power down the server. This can take few minutes,
(PCI) adapters. do you want to continue (y/n)" question, enter y, and then for the “Do you

want to automatically power up the server once bios update is completed
(y/n)" question, enter y.

C220 Server Current Configuration

Inventory
Update CIMC Firmware 1.4(7a)
Update BIDS - CZ2Z20M3.1.4.7b.0.100520120256
Update LOM Firmware -1.61 -02.12 - 2.7.111 - 1.3.98 - 5.1.01 - 2.7.111
Update LSI Firmware - 9266-8i(3.190.55-1868)
Update UCS VIC PBIE - No devices found
Update UCS VIC 1225 - Z.10(1a) - uboot - 2.1(1a)
Update BCM 5709(Dual Port) - No Device
BCH 5709(Quad Port) - No Device
BCH 57712(Dual Port) - No Device
BCHM 57712(10G BaseT) No Dewvice
BCHM 57810(Dual Port) - No Device
8) Update Intel I350 (Quad port) - No Device
9) Update INTEL X520 (Dual port) - No Device
10) Update INTEL X540 (Dual port) - No Device
11) All the abowve
12) Save Logs into USB
13) Reboot (Retains current settings of CIMC)
14) Reboot (Restore factory default settings)

Summary 0f Updates

1.4(7a) [ Success 1
LOM (Intel I350) 1.61 - 02,12 - 2.7.111 - 1.3.98 - 5.1.01 - 2.7.111
Success 1
LSI 9266-8i(3.190.55-1868) [ LSI_9266-3uccess 1
ucs UIC P81E No devices found
ucs VIC 1225 - 2.1(1a) - uboot - 2.1(1a) [ Slotl-Success 1
BCM 5709(Dual Port) No Device
BCHM 5709(Quad Port) — No Device
BCM 57712(Dual Port) - No Device
BCHM 57712(10G BaseT) - No Device
BCM 57810(Dual Port) - No Device
Intel [350 (Quad port) — No Device
Intel X520 (Dual port) - No Device
Intel X540 (Dual port) - No Device

Updating BIOS will power down the server. This can take few minutes, do you wan
to continue (ysn)

Do you want to awutomatically power up the server once bios update is completed
(ysn)

Enter Choice :@ 11

The firmware upgrade begins, and the status can be monitored as in the

following figure. Step 12: Once the BIOS upgrade completes, the server power cycles and

boots up. Log in to CIMC to reestablish the connection.
pdating CIMC firmware from 1.4(6d) to 1.4(7a)

[Approx Time : 13-15 minl
Firmware Update Utility wl.1 Build 9

opyright (c) 2011 Cisco Systems Inc.
fill rights reserved.

Locked the front panel.

urrent Firmware Uersion

Running Uersion :1.4(64d4)
Backup Uersion : 1.4(6c)

ransferring Image

ost to CIMC File3ystem... 5%



Step 13: Verify under Server Properties that the BIOS Version has been
updated, and under CIMC that the Firmware Version has been updated.

Server Summary
Actions ——  —  -Server Properti

Product Name: UCS C220 M35
| Serial Number: FCH1618V049
iy ¥ T B PID: UCSC-C220-M3§

Y 5hut Down Server UUID: EB471B75-CAD7-45D1-9AE4-2D4FD01F5462

o Power Cyde Server BIOS Version: C220M3.1.4.7b.0 (Build Date: 10/05/2012)

Hard Reset Server ==mr e |
B Launch KvM Console Server Status
Power State: ) On
Overall Server Status: Guud
Temperature: Guod
Power Supplies: Goud
Fans: Guud
Locator LED: (D Off

(™ Turn On Locator LED

Cisco Integrated Management Controller (CIMC) Information
Hostname: uwcs-c220-m3
IP Address:  10.4.63.66
MAC Address: 50:57:A8:E1:BE:52

Firmware Version: 1.4(7a)

Current Time (UTC): Mon Nov 26 15:22:22 2012

Configuring Ethernet and FCoE Connectivity

1. Configure vNICs
2. Configure vHBAs

If you are going to connect your Cisco UCS C-Series Server to a Cisco UCS
Fabric Interconnect and manage it with Cisco UCS Manager, you may skip
this process and continue with the next process “Integrating Cisco UCS
C-Series into the Cisco UCS Manager Environment.”

FCoE is an extension of the Fibre Channel SAN onto a lossless Ethernet fab-
ric. This allows you to consolidate NICs and HBAs onto a single converged
network adapter.
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The FCoE-connected server is controlled by two drivers for Fibre Channel
and Ethernet, respectively. Fibre Channel traffic over Ethernet is transpar-
ent to the operating system of the server. It operates as a Small Computer
System Interface (SCSI) Initiator running over FCoE acting as if the server
were connected over native Fibre Channel. In the following setup, you
enable the Cisco UCS C-Series server to make use of FCoE capabilities.
This is done by configuring vNICs and vHBAs, which enables the server
to pass Ethernet and Fibre Channel traffic. With the help of adapter virtu-
alization (network interface virtualization), it is possible to create multiple
Ethernet and Fibre Channel adapters. Through Peripheral Component
Interconnect Express (PCle) virtualization, the adapter shows multiple
Ethernet and Fibre Channel adapters to the server. The server can scan the
PCle bus and can find all the virtual adapters that have been provisioned.

Figure 9 - Converged infrastructure using FCoE

Storage
0 GE Arrays

‘e

FabricA e, Fabric B

Nexus 5500UP
L3 Data Center Core

Cisco Nexus 2232PP
Fabric Extenders

Cisco UCS C-Series Server
(Converged Infrastructure using FCoE)

— Fibre Channel
......... FCoE
FEX Uplinks
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Step 1: In the CIMC console navigation pane, click the Server tab, and then
click Inventory.

Step 2: On the Network Adapters tab, click the adapter.

Overall Server Status G B @ 0
[edsoed
Adapter Cards

Server

CPUs | Memory | PowerSupplies | MNetwork Adapters | storage | PCIAdapters |
d

Summary

Inventory
Sensors UCS VIC 1225 FCH16337GOW  UCSC-PCIE-CSC- Cisco Systems Inc
System Event Log
Remote Presence

BIOS

Power Policies

Adapter Card 1

General | yuics | wMFEXs | vHBAS

Fault Summary

Actions- Adapter Card Properti

PCI Slot: 1

{ﬁ} Modify Adapter Froperties
Vendor: Cisco Systems Inc
@ B Enlig et Product Name: UCS VIC 1225

Product ID:  UCSC-PCIE-CSC-02

* Import Configuration

Step 3: On the General tab in the tabbed menu below the Adapter Cards
area, verify that FIP Mode is set to Enabled. If the FIP mode is not enabled,
click Modify Adapter Properties, select Enable FIP Mode, and then click
Save Changes. FIP mode ensures that the adapter is compatible with cur-
rent FCoE standards.

Step 4: On the tabbed menu below the Adapter Card area, click the vNICs
tab. In the Host Ethernet Interfaces area, select a vNIC from the table.

Adapter Cards
CPUs | Memary | Power Supplies | Network Adapters | storage | PCIAdapters |

-Adapter Card

1 UCS VIC 1225 FCH16337GOW  UCSC-PCIE-CSC- Cisco Systems Inc no D

Adapter Card 1

General | vNICs | umrexe | vhbas )

Host Ethernet Interfac

| | e
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Step 5: Click Properties. The vNIC Properties dialog box appears.

vNIC Properties Z
General [4]
Mame: ethO E
MTL: |15EIEI (1500 - 9000) E
Uplink Port: D “J %
MAC Address: @ AUTC @ IFC:99:4?:25:23:ED
Class of Service: |0 a
Trust Host CoS: [0
PCI Order: @ ANY (@ (0-17)
Default vLan: @ NONE @ (1 - 4094)
WLAN Mode: TRUME a
Rate Limit: @ OFF @& {1 - 10000 Mbps)
Enable PXE Boot: [&
Channel Number: (1 - 10007 NSA E

[Save Changa;] [ Reset 'u'alua;] ['CEIHDE| ]

Most single operating system installations that have been installed directly
on a server use a single VLAN for server-to-network operation. For a server
environment where multiple VLANs will need to be available to the operating
system, as is the case for VMware ESXi, you use a VLAN mode of Trunk.

Step 6: Inthe VLAN Mode list, choose Trunk.

The upstream data-center core switch ports to which the two physical ports
of the Cisco UCS P81E VIC or Cisco UCS VIC 1225 adapter are connected
should also be configured to match the VLAN selection as either a single
VLAN or trunk ports. VLAN trunks on the adapter card carry traffic from

all VLANs by default. The upstream data center core switch typically has
VLAN-1 as the native VLAN by default.
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Step 7: If you are not passing any data traffic on VLAN-1 to the host, leave
Default VLAN set to NONE.

Step 8: Repeat Step 4 through Step 7 for the second vNIC, and ensure that
the vNIC properties are the same as you set in Step 6 and Step 7.

The Cisco UCS P81E VIC and Cisco UCS VIC 1225 converged network
adapters include two physical 10-Gigabit Ethernet ports and have two
vHBAs created by default. The two vHBAs labeled as fc0 and fc1 are con-
nected to the upstream data-center core switches Cisco Nexus 5500-A and
Nexus 5500-B, respectively, as configured in the Cisco SBA—Data Center
Deployment Guide. VSAN allows logical partitioning of the physical SAN
infrastructure. It is recommended that you dedicate a separate VLAN for
FCoE traffic corresponding to each VSAN. The following table shows the
FCoE VLAN for each VSAN as was set up in the Data Center Deployment
Guide.

Table 8 - SBA data center core switch VSAN and FCoE VLAN values

Step 1: In the Adapter Cards area, select the available adapter card.

Adapter Cards

cPus | Memory | PowerSupplies | Metwork Adapters | storage [ Pci adapters |

-Adapter Card

1 UCS VIC 1225 FCH16337G0OW UCSC-PCIE-CSC- Cisco Systems Inc D

Adapter Card 1

General | whICs | wMFExs | vHBAs ]

Host Fibre Channel Interfac

| nae || crone || properes | | oot ||| mootTable || pemsistent sinings |

Channel Port Profile

Data center core switch | VSAN FCoE VLAN
Cisco Nexus 5500-A 4 304
Cisco Nexus 5500-B 5 305

FCOoE Initialization Protocol (FIP) is the control plane protocol used to
establish the FCoE virtual link between the Ethernet-attached Fibre Channel
node and the FCoE switch. FIP performs FCoE VLAN discovery by sending

untagged frames to its neighbor. It provides a way for the host to log into and
log out from the FCoE switch. Note that FIP VLAN discovery is not supported

by Linux or VMware ESX server. Because of this, the FCoE VLAN has to
be configured on the vHBA from the CIMC console. More details about
the Fibre Channel and FCoE setup can be found in the Cisco SBA—Data
Center Deployment Guide.
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fco 20:00:FC:99:47:25:23:6F 10:00:FC:99:47:25:23:6F 0 disabled ﬂ

20:00:FC:99:47:25:23:70 10:00:FC:99:47:25:23:70

Step 2: On the tabbed menu below the Adapter Card area, click the vHBAs

tab, and in the Host Fibre Channel Interfaces area, select the vHBA labeled
fcO from the table, and then click Properties.

Deployment Details




Step 3: In the Default VLAN field, select the second option button, and then Step 6: In the Default VLAN field, select the second option button, and then
enter the FCoE VLAN, which in this case is VLAN 304 (as shown in Table 8 enter the FCoE VLAN, which in this case is VLAN 305. This value must match
earlier in this procedure). with the FCoE VLAN configured in the upstream connected switch.

vHBA Properties vHBA Properties

General [2] - General E
Mame: fcO % Name: fcl %
world Wide Node Name: @ AUTC @ |1n:nn:Fc:99:4?:25:23:5 % World Wide Node Name: @ AUTO @ |1|:|;|:|0;Fc;gg;4?;25;23;? %
World Wide Port Name: @ AuTo @ IED:DD:FC:99:4?:25:23:E % world Wide Port Name: @ auto @ IED:DD:FC:99:4?:25:23:? E
FC SAN Boot: [ | FC SAN Boot: [ |
Enable Persistent LUN Binding: [Z] Enable Persistent LUN Binding: [L]
Uplink Port: |0 [+ uplink Port: |1 B
MAC Address: @ AUTO @ |FC:99:4?:25:23:EF MAC Address: @ auTo @ |FC:99:4?:25:23:?D
Default vian: @ NONE @ |3p4 {1 - 4094) Default vLAN: @ NONE @ =05 (1-4094)
Class of Service: | 3 a Class of Service: | 3 a‘
Rate Limit: @ oFf @ {1 - 10000 Mbps) Rate Limit: @ OFF @ (1 - 10000 Mbps)
PCle Device Order: @ any @ (0-17) PCle Device Order: @ ANY (@ {(0-17)
CraTmL i I'-mnn— f4nnn A nnnnny E CTaf I-\.nnn— f1nnn 1 Annnny E
[Save Change;] [Renet Ualue;] [Camel] [Save Changa;] [Reﬁet Valua;] [Camel]
Step 4: Click Save Changes. Step 7: Click Save Changes.
Step 5: Inthe Host Fibre Channel Interfaces area, select the vHBA labeled Step 8: In the navigation pane, click the Server tab, click Summary, and
as fc1 from the table, and then click Properties. then in the work pane, under Actions, click Power Cycle Server. You must

reboot the server for changes to take effect.
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Step 9: On the “Power cycle the server?” message, click OK. server would be managed as a standalone device. This section describes
deploying infrastructure to allow the C-series server to connect to the fabric
interconnects of the Cisco UCS B-Series environment and to allow you to
Power cycle the server? manage both the B-Series and C-Series servers from Cisco UCS Manager
and transport traffic through the Fabric Interconnect.

PN  Reader Tip

Details on supported Cisco UCS C-Series servers and network
@ @ adapter cards for Cisco UCS integration, as well as the installation
instructions for your specific C-Series server, can be found at:
http://www.cisco.com/en/US/products/ps11736/products_
installation_and_configuration_guides_list.html

After the server reboots, it is ready to have an operating system installed.

O\  Reader Tip

This design guide is using Cisco UCS Manager Release 2.1(1a). With UCS
Manager Release 2.1(1a) and later, there are now two modes of managing the
How to configure a VMware environment is explained in detail UCS C-Series server connected to the fabric interconnects:
in the Cisco SBA —Data Center Virtualization with UCS, Nexus
1000V and VMware Deployment Guide.

= Single-wire-management—Requires the Cisco UCS VIC1225 Virtual
Interface Card, which can carry both data traffic and management traffic
on the same interface cable. The Cisco UCS VIC 1225 is supported
on the Cisco UCS C-Series M3 model servers and select M2 model
servers.

= Dual-wire-management—Is supported in the Cisco UCS Manager
release 2.1 and earlier releases. Shared LAN on Motherboard (LOM)
ports on the rack server are used exclusively for carrying management
traffic. A separate cable connected to one of the ports on the PCle card

Integrating Cisco UCS C-Series into the Cisco UCS Manager or Cisco UCS P81E Virtual Interface Card carries the data traffic. The

Environment Cisco UCS VIC 1225 supports dual-wire-management as well.

1. Connect Cisco Nexus 2232PP FEX

2. Configuring dual-wire management
3. Configuring single-wire management
4

. Associate service profile to server

The previous process for the Cisco UCS C-Series prepared the server for
connectivity directly to the Cisco Nexus 2000 Series Fabric Extenders and
Nexus 5000 Series Switches data center foundation, where the C-Series
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The Cisco UCS C-Series servers connect to the UCS Fabric Interconnects
via Cisco Nexus 2232PP Fabric Extenders (FEX), as shown in Figure 10. The
C-Series server requires four connections to the FEX: two management
links and two data traffic links. The Nexus 2232PP FEX allows higher density
server connectivity and can support both data and management traffic flows
to the fabric. In this design, the Nexus 2232PP FEX can connect up to 16
UCS C-Series servers.

Figure 10 - Cisco UCS C-Series server to UCS Fabric connection details

Fabric
Cisco UCS ) I_n_tgr_cgpgggt_ ) |l Ciscoucs

Fabric-A pugllt¥ - - - --------- [ Fabric-B

Cisco
Nexus 2232PP
FEX-B

Cisco
Nexus 2232PP

Cisco UCS
C-Series Dual-wire
Managed Server

Cisco UCS C-Series
Single-wire Managed Server

------- 10GbE Ethernet, FCoE, and Management Traffic
------- 10GbE Ethernet and FCoE Traffic

------- 1GbE Management Traffic

FEX to Fabric Uplinks

The quantity of FEX to fabric uplinks must be equal to or greater than the
minimum number of links specified in the Chassis Discovery Policy set in
Step 3 of the “Configure fabric-to-1/0-module links” procedure earlier in this
guide.
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Connect Cisco Nexus 2232PP FEX

Step 1: Connect FEX uplink ports to fabric interconnects, as follows:
- Connect FEX-A uplinks p1 through p4 to Fabric Interconnect-A (FI-A).
- Connect FEX-B uplinks p1 through p4 to Fabric Interconnect-B (FI-B).

You can use up to 8 FEX uplinks to a fabric interconnect for maximum
throughput, and a minimum of 2 is required for the Chassis Discovery Policy
setin Step 3 of the “Configure fabric-to-1/0-module links” procedure earlier
in this guide. It is recommended that for maximum virtual NIC scalability, that
a FEX connect to the fabric interconnect with all FEX uplink ports included in
a group of 8 fabric interconnect ports; that is all FEX uplink ports connect to
fabric interconnect ports 1-8, or 9-16, or 17-24, etc.

The number of vNICs and vHBAs that can be defined on virtual
interface cards in the servers connected to the FEX is dependent
on the number of uplinks and the connectivity to the fabric inter-
connect. For more information see:
http://www.cisco.com/en/US/docs/unified_computing/ucs/c-series_
integration/ucsm?2.1/b_UCSM2-1_C-Integration_chapter_01.html#ref
erence_7F381038303B4825ACD303765905086A

Step 2: Using a browser, access the cluster IP address 10.4.63.31 that you
assigned during initial setup in Procedure 3 “Complete initial fabric intercon-
nect setup” of the “Completing the Initial System Setup” process, and then
choose Launch. The Cisco UCS Manager Java application downloads.

Step 3: In the navigation pane, click the Equipment tab, and then expand
Fabric Interconnects > Fabric Interconnect A > Fixed Module > Ethernet
Ports.

Objects are displayed representing each of the physical ports on the base
fabric interconnect system. This deployment uses ports 13, 14, 15 and 16 of
fabric interconnect ports to FEX.
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Step 4: Right-click the selected port or group of ports, and then choose Step 8: In the navigation pane, expand Equipment > Rack-Mounts > FEX.
Configure as Server Port. The Cisco Nexus 2232PP FEXs should appear with automatically generated
FEX numbering. In the screen below the new FEXs are FEX 3 and FEX 4.

~ Cisco Unified Computing System Manager - FI6296x

@ va‘ Dgﬁm‘ @ 0 ‘ .Ps:adrngvmesg.it

+ Cisco Unified Computing System Manager - FI6296%

»» B Equipment * [EER Fabric Interconnects * I Fabric Interconnect A {subordinate) * B8 Fixed Module * —fl Ethemet ports » ~l Port 16 Q © otew-|@oiors | © O | rendrasctivries | [Gext

>> BB Equipment + @ Rack-ounts * B Fex » @ FEX3

Fabric Ports | Backplane Ports | Fans | 10 Modules | PSUs | Connectivity Policy | Faults | Events | FSM | Statistics

515 Rack-Mounts { (<} A2 A A
Rl i
= Servers ) Chassis _
(=} B Fabric Interconnects % Rack-Mounts
R L ° -
5 Fixed Module DEE Status Details
il Ethernet Ports. Tyrex4
SlPort1 A Servers
8 Fabric Interconnects .
Al Port 2 Power: © N/A
-l Part 3 voktage: © N/A , :
-l Port 4 Thermal © N/A RartDosE
-l Port 5
-l Port6 Hame: Cisco Nexus 2232PP.
Descrition: Cisco Nexus 2000 Series 32-port 10GE
and 8-port 10GE SFP+ Fabric Extender
PID: NZK-C2232PP-10GE
VID: VoL
Part Number: 800-34211-01

SKU: N2K-C2232PP-10GE

Enable
Disable
Configure as Server Port
Configure as Uplink Port
Configure as FCOE Lplink Port

Configure as FCoE Storage Port

Configure as Appliance Port

Unconfigure

It will take a few minutes for the FEX to power up, download software from
the fabric interconnect, and report to the system. If you click a FEX, the
status in the work pane should appear as Operable.

Uncanfigure FCoE Uplink Port
Unconfigure Uplink Port
Unconfigure FCoE Storage Pert
Uncanfigure Appliance Port

Unconfigure both

Step 5: On the “Successfully Configured..” message, click OK.
Step 6: Repeat Step 3 and Step 4 on Fabric Interconnect B.

Step 7: Connect power to FEX-A and FEX-B.
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Configuring dual-wire management

If you will be configuring for single-wire-management you can skip this
procedure, and proceed to the next procedure.

Dual-wire-management is supported in the Cisco UCS Manager release 2.1
and releases earlier than 2.1 which meet the adapter card and Cisco UCS
C-Series server requirements. Shared LAN on Motherboard (LOM) ports

on the rack server are used exclusively for carrying management traffic.

A separate cable connected to one of the ports on the PCle card or Cisco
UCS P81E Virtual Interface Card carries the data traffic. You must ensure
that the Cisco UCS C-Series server CIMC settings are set to factory default
prior to attempting dual-wire management integration.

/RN  Reader Tip

For more information on dual-wire-management and support on
releases prior to Cisco UCS Manager 2.1 please see:
http://www.cisco.com/en/US/products/ps11736/products_
installation_and_configuration_guides_list.html

In this procedure, you connect the Cisco UCS C-Series server management
traffic path to FEX-A and FEX-B deployed in Procedure 1, as shown in Figure
10. In Step 1 and Step 2, you must use Cisco UCS C-Series Ethernet LOM
ports for server management traffic, and not the CIMC management ports.

Step 1: Insert one GLC-T transceiver into a port of FEX-A. You can use
any port on the FEX. Connect an RJ-45 Ethernet cable between the 1-Gb
Ethernet LOM port Eth 1 on the rear panel of the server and the transceiver
that you inserted in FEX-A.

Step 2: Insert one GLC-T transceiver into a port of FEX-B. You can use
any port on the FEX. Connect an RJ-45 Ethernet cable between the 1-Gb
Ethernet LOM port Eth 2 on the rear panel of the server and the transceiver
that you inserted in FEX-B.
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Next, connect the data traffic path to FEX-A and FEX-B deployed in
Procedure 1, as shown in Figure 10.

Step 3: Connect a 10-Gb Small Form-Factor Pluggable Plus (SFP+) cable
between the 10-Gb adapter card Port 1 in the server and a port on FEX-A.
You can use any port on the FEX.

Step 4: Connect a 10-Gb SFP+ cable between the 10-Gb adapter card Port
2 in the server and a port on FEX-B. You can use any port on the FEX.

Step 5: Power on or reboot the server. Cisco UCS Manager dynamically
discovers the server.

Step 6: In the navigation pane, expand Equipment > Rack-Mounts >
Servers. Server 2 is listed.

Step 7: Click the server (Example: Server 2). The connectivity for the Cisco
UCS C-Series Server 2 is shown in the work pane.

= Cisco Unified Computing System Manager - FIG296x

Pt K
o v A a l®

Hew - | [ ostions | @ @ | pendng acivies | [@]Esk bl

eeeee

Equipment: | servers | Lan | san | v | admin |

SELlogs | WIF Paths Pouser Control Monitar | Fauts | Events | Fsm | Statistis | Temperatures
General | achines Hybrid Display | Installed Firmuare
Filter: Al

=
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Step 8: Click the General tab. The operational status and the properties of
the physical Server 2 are displayed.

> EE Equipment * &8 Rack-Mounts * S8 Servers * <89 Server 2

sELloos | wiFpaths |
Inventory

Pawer Control Manitor [ Fauls [ Events [ Fam [ Statistics [ Temperatures [
Wirtual Machines Hybrid Display Installed Firmware

8V A 4 B

A

Status Details

Admin State! 1 In Service
Discovery State: ¥ Complete

Avail State: 1 Awailable

Assoc Stats: § None

Power State: 1 On

Slok Status: § Equipped

Check Paint: Discovered

Part Details

Connection Details

Boot Order Details

“““

Configuring single-wire management

Single-wire-management requires the Cisco UCS VIC 1225, which can carry
both data traffic and management traffic on the same interface cable. The
Cisco UCS VIC 1225 is supported on the Cisco UCS C-Series M3 model
servers and select M2 model servers. You must ensure that the Cisco UCS
C-Series server CIMC settings are set to factory default prior to attempting
single-wire management integration.

In this deployment, you connect one of the Cisco UCS VIC 1225 adapter
10-Gb Ethernet interfaces to each FEX, FEX-A and FEX-B, deployed in
Procedure 1, as shown in Figure 10.
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Step 1: Connect a 10-Gb Small Form-Factor Pluggable Plus (SFP+) cable
between the 10-Gb adapter card Port 1 in the server and a port on FEX-A.
You can use any port on the FEX.

Step 2: Connecta 10-Gb SFP+ cable between the 10-Gb adapter card Port
2 in the server and a port on FEX-B. You can use any port on the FEX.

Step 3: Power on or reboot the server. Cisco UCS Manager dynamically
discovers the server.

Step 4: In the navigation pane, expand Equipment > Rack-Mounts >
Servers. Server 1 is listed.

Step 5: Click Server 1. The connectivity for the Cisco UCS C-Series Server
1 is shown in the work pane.

+ Cisco Unified Computing System Manager - FI6296x

Qe ue..~| Dgﬁws‘ @ 0 ‘.Pend\ngAmvmes | @) exit

>> &8 Equipment * &3 Rack-Mounts * & Servers ! &35 Server 1
VEPaths | Power Contral Maritar | Fauts | evens | FsM | swtsis | Tem
! I

per:
Generl | Inventory virtual Machines Installed Firmuare

o 4 a .
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Step 6: Click the General tab. The operational status and the properties of
the physical Server 1 are displayed.

>> BB Equipment * <85 Rack-Mounts * =% Servers + <35 Server 1 5 Server 1

Inventary | Virtual Machines | Hybrid Display | Installed Firmware | SEL Logs | VIF Paths | Power Control Monitor | Faults | Events | FsM | Statistics | Temperatures | Power

Status Details

Admin State:
Discovery State:
Avail State:
Assoc State:
Power State:
Slot Status: 1 Equipped
Check Point: Discovered

Part Details

Name: Cisco UCS €220 M3
Desaription: 2 socket, 1RU Rack-Mount Server, 16

Connection Details

Boot Order Details
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Associate service profile to server

You can now attach a previously defined service profile to the Cisco UCS
C-Series server the same way you are able to do with a Cisco UCS B-Series
server, as detailed in Procedure 2, “Associate server to service profile.”

Step 1: In the work pane, click the General tab, and then, in the Actions
field, click Associate Service Profile.

Step 2: Select a service profile for your server from the list of available
service profiles, and then click OK. The physical server blade boots up with
the assigned service profile.

+ Associate Service Profile x|

Associate Service Profile @
Select an existing service profile to associate with the selected server.

Select
[ $ Service Profile C_Series_Server_Profile1
(¢ == Service Profile C_Series_Server_Profile2
|25 Service Profile Servers_SAN_Boot

This completes the Cisco UCS C-Series server integration to Cisco UCS
Manager environment. You can now build and assign profiles for C-Series
servers the same way as a B-Series server, as detailed earlier in this guide.
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Appendix A: Product List

Data Center Core

Functional Area

Product Description

Part Numbers

Software

Core Switch

Cisco Nexus 5596 up to 96-port 10GbE, FCoE, and Fibre Channel SFP+

N5K-C5596UP-FA

Cisco Nexus 5596 Layer 3 Switching Module

N55-M160L30V2

Cisco Nexus 5548 up to 48-port 10GbE, FCoE, and Fibre Channel SFP+

N5K-C5548UP-FA

Cisco Nexus 5548 Layer 3 Switching Module

N55-D160L3

NX-OS 5.2(1)N1(1b)
Layer 3 License

Ethernet Extension

Cisco Nexus 2000 Series 48 Ethernet 100/1000BASE-T (enhanced) Fabric
Extender

N2K-C2248TP-E

Cisco Nexus 2000 Series 48 Ethernet 100/1000BASE-T Fabric Extender

N2K-C2248TP-1GE

Cisco Nexus 2000 Series 32 1/10 GbE SFP+, FCoE capable Fabric Extender

N2K-C2232PP-10GE

Data Center Services

Functional Area Product Description Part Numbers Software

Application Resiliency Cisco ACE 4710 Application Control Engine 2Gbps ACE-4710-02-K9 A5(1.2)
Cisco ACE 4710 Application Control Engine 1Gbps ACE-4710-01-K9
Cisco ACE 4710 Application Control Engine 1Gbps 2-Pack ACE-4710-2PAK
Cisco ACE 4710 Application Control Engine 500 Mbps ACE-4710-0.5-K9

Firewall Cisco ASA 5585-X Security Plus IPS Edition SSP-40 and IPS SSP-40 bundle | ASA5585-S40P40-K9 ASA 9.0(1)
Cisco ASA 5585-X Security Plus IPS Edition SSP-20 and IPS SSP-20 bundle | ASA5585-S20P20X-K9 IPS 71(6) E4
Cisco ASA 5585-X Security Plus IPS Edition SSP-10 and IPS SSP-10 bundle | ASA5585-S10P10XK9

Storage Network Extension
Functional Area Product Description Part Numbers Software
Fibre-channel Switch Cisco MDS 9148 Multilayer Fibre Channel Switch DS-C9148D-8G16P-K9 NX-0S 5.0(8)

Cisco MDS 9124 Multilayer Fibre Channel Switch

DS-C9124-K9
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Computing Resources

Functional Area

Product Description

Part Numbers

Software

UCS Fabric Interconnect

Cisco UCS up to 48-port Fabric Interconnect

UCS-FI-6248UP

Cisco UCS up to 96-port Fabric Interconnect

UCS-FI-6296UP

21(1a)
Cisco UCS Release

UCS B-Series Blade
Servers

Cisco UCS Blade Server Chassis

N20-C6508

Cisco UCS 8-port 10GbE Fabric Extender

UCS-IOM2208XP

Cisco UCS 4-port 10GbE Fabric Extender

UCS-IOM2204XP

Cisco UCS B200 M3 Blade Server

UCSB-B200-M3

Cisco UCS B200 M2 Blade Server N20-B6625-1
Cisco UCS B250 M2 Blade Server N20-B6625-2
Cisco UCS 1280 Virtual Interface Card UCS-VIC-M82-8P
Cisco UCS M81KR Virtual Interface Card N20-AC0002

21(1a)
Cisco UCS Release

Servers

UCS C-Series Rack-mount

Cisco UCS C220 M3 Rack Mount Server

UCSC-C220-M3S

Cisco UCS C240 M3 Rack Mount Server

UCSC-C240-M3S

Cisco UCS C200 M2 Rack Mount Server

R200-1120402W

Cisco UCS C210 M2 Rack Mount Server

R210-2121606W

Cisco UCS C250 M2 Rack Mount Server

R250-2480805W

Cisco UCS 1225 Virtual Interface Card Dual Port 10Gb SFP+

UCSC-PCIE-CSC-02

Cisco UCS P81E Virtual Interface Card Dual Port 10Gb SFP+

N2XX-ACPCI01

1.4.6
Cisco UCS CIMC
Release
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Appendix B: Changes

This appendix summarizes the changes to this guide since the previous
Cisco SBA series:

- We improved process and step flow in the “Data Center Core Network
Infrastructure” section.

- We upgraded the Cisco UCS Manager on the Cisco UCS Fabric
Interconnects to release 2.1(1a), and we added Cisco UCS B200 M3
Blade Server with the modular LAN on Motherboard (mLOM) based on
the new Cisco UCS VIC 1240 Virtual Interface Card.

- We added FCoE uplinks as an option in both the data center core and on
the Cisco UCS Fabric Interconnects.

- We redesigned the Cisco UCS B-Series server process and proce-
dures, to streamline address pool creation, profile creation, and template
creation. We added Cisco UCS Manager domain identification, to
address pool creation.

- We removed the Cisco UCS 6100 Series Fabric Interconnects and Cisco
UCS 2100 Series Fabric Extenders.

- We added Cisco UCS C-Series C220 M3 and C240 M3 rack mount
servers to the Cisco SBA data center along with the new Cisco UCS VIC
1225.

- We updated the Cisco UCS C-Series server LSI RAID controller configu-
ration, to use the more recent LSI MegaRAID controller.

- We added Cisco UCS Manager single-wire-management to the pro-
cess for Cisco C-Series server integration to the Cisco UCS Manager
environment.
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