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Preface

Who Should Read This Guide

This Cisco® Smart Business Architecture (SBA) guide is for people who fill a
variety of roles:

Systems engineers who need standard procedures for implementing
solutions

Project managers who create statements of work for Cisco SBA
implementations

Sales partners who sell new technology or who create implementation
documentation

- Trainers who need material for classroom instruction or on-the-job
training

In general, you can also use Cisco SBA guides to improve consistency
among engineers and deployments, as well as to improve scoping and
costing of deployment jobs.

Release Series

Cisco strives to update and enhance SBA guides on a regular basis. As

we develop a series of SBA guides, we test them together, as a complete
system. To ensure the mutual compatibility of designs in Cisco SBA guides,
you should use guides that belong to the same series.

The Release Notes for a series provides a summary of additions and
changes made in the series.

All Cisco SBA guides include the series name on the cover and at the
bottom left of each page. We name the series for the month and year that we
release them, as follows:

month year Series

For example, the series of guides that we released in August 2012 are
the “August 2012 Series”.

You can find the most recent series of SBA guides at the following sites:
Customer access: http://www.cisco.com/go/sba

Partner access: http://www.cisco.com/go/sbachannel
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How to Read Commands

Many Cisco SBA guides provide specific details about how to configure
Cisco network devices that run Cisco I0S, Cisco NX-OS, or other operating
systems that you configure at a command-line interface (CLI). This section
describes the conventions used to specify commands that you must enter.

Commands to enter at a CLI appear as follows:
configure terminal

Commands that specify a value for a variable appear as follows:
ntp server 10.10.48.17

Commands with variables that you must define appear as follows:
class-map [highest class name]

Commands shown in an interactive example, such as a script or when the
command prompt is included, appear as follows:

Router# enable
Long commands that line wrap are underlined. Enter them as one command:

wrr-queue random-detect max-threshold 1 100 100 100 100 100
100 100 100

Noteworthy parts of system output or device configuration files appear
highlighted, as follows:

interface Vlant4
ip address 10.5.204.5 255.255.255.0
Comments and Questions

If you would like to comment on a guide or ask questions, please use the
SBA feedback form.

If you would like to be notified when new comments are posted, an RSS feed
is available from the SBA customer and partner pages.
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What's In This SBA Guide

Cisco SBA Data Center About This Guide

Cisco SBA helps you design and quickly deploy a full-service business This deployment guide contains one or more deployment chapters, which
network. A Cisco SBA deployment is prescriptive, out-of-the-box, scalable, each include the following sections:

and flexible. - Business Overview—Describes the business use case for the design.
Cisco SBA incorporates LAN, WAN, wireless, security, data center, application Business decision makers may find this section especially useful.
optimization, and unified communication technologies—tested together as a « Technology Overview—Describes the technical design for the
complete system. This component-level approach simplifies system integration business use case, including an introduction to the Cisco products that
of multiple technologies, allowing you to select solutions that solve your make up the design. Technical decision makers can use this section to
organization’s problems—uwithout worrying about the technical complexity. understand how the design works.

Cisco SBA Data Center is a comprehensive design that scales from a server = Deployment Details—Provides step-by-step instructions for deploying
room to a data center for networks with up to 10,000 connected users. This and configuring the design. Systems engineers can use this section to
design incorporates compute resources, security, application resiliency, and get the design up and running quickly and reliably.

virtualization. You can find the most recent series of Cisco SBA guides at the following

ites:
Route to Success sites

To ensure your success when implementing the designs in this guide, you _
should first read any guides that this guide depends upon—shown to the Partner access: http://www.cisco.com/go/sbachannel

left of this guide on the route below. As you read this guide, specific
prerequisites are cited where they are applicable.

Customer access: http://www.cisco.com/go/sba

Prerequisite Guides You Are Here

DATA .
CENTER
Data Center Data Center Unified Computing System Virtualization with
Design Overview Deployment Guide Deployment Guide Cisco UCS,
Nexus 1000v,
and VMWare

Deployment Guide
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Introduction

The Cisco SBA—Data Center Virtualization with Cisco UCS , Nexus 1000V,
and VMware Deployment Guide is designed to build upon the Cisco Unified
Computing System (UCS) B-Series and C-Series server foundation deploy-
ment detailed in the Cisco SBA—Data Center Unified Computing System
Deployment Guide. This guide describes how to use VMware virtualization,
the Cisco Unified Computing System, and Cisco Nexus 1000V Series virtual
switch to accelerate delivery of new services.

This guide includes the following modules:

- The first module explains how to deploy VMware on the Cisco Unified
Computing System, which includes both Cisco B-Series Blade Servers
and Cisco C-Series Rack-Mount Servers. This module includes the
installation of VMware ESXi, configuration for Ethernet and storage area
network (SAN) storage connectivity, and how to set up the environment
with VMware tools to deploy and manage the virtualized servers.

- The second module explains how to install and deploy Cisco Nexus
1000V Series Switches to provide a full-featured virtual switch for the
VMware servers. Port profiles are built and deployed to provide a faster
way to configure virtual switch port interfaces to the VMware virtual
machines. Nexus 1000V virtual switches and port profiles are integrated
into the VMware network configuration flow to avoid having to jump
between multiple consoles to deploy your virtual machines and network
settings.

Related Reading

The Cisco SBA—Data Center Design Overview provides an overview of
the data center architecture. This guide discusses how the SBA data center
architecture is built in layers—the foundation of Ethernet and storage
networks and computing resources; the data center services of security,
application resilience, and virtual switching; and the user services layer that
contains applications and user services.

The Cisco SBA—Data Center Deployment Guide focuses on the processes
and procedures necessary to deploy your data center foundation Ethernet
and storage transport. The data center foundation is designed to support
the flexibility and scalability of the Cisco Unified Computing System and
provides details for the integration of functionality between the server
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and the network for Cisco and non-Cisco servers. The foundation design
includes data center services like security with firewall and intrusion preven-
tion, and application resiliency with advanced server load-balancing tech-
niques. This guide also discusses the considerations and options for data
center power and cooling. The supplemental Data Center Configuration
Files Guide provides snapshots of the actual platform configurations used in
the design.

The Cisco SBA—Data Center Unified Computing System Deployment
Guide provides the processes and procedures necessary to deploy a Cisco
Unified Computing System using both the Cisco B-Series Blade Server
system and Cisco C-Series Rack-Mount Servers to a point where they are
ready to deploy an operating system or hypervisor software.

The supplemental NetApp Storage Deployment Guide provides a concise
yet detailed process of deploying a NetApp storage array in your data
center in order to complete the design.

Introduction



Business Overview

Smaller organizations face many of the same IT challenges as larger organi-
zations when trying to accommodate increasing demand for new IT capabili-
ties and services. They often place even greater emphasis on cost savings
and on protecting business-critical systems and data because they have
smaller IT staffs and budgets, and they need to leverage IT assets to their
fullest extent. Organizations require cost-effective solutions that can better
leverage their existing server, storage, and network resources.

To improve availability and ensure business continuity, organizations need
efficient ways to back up and restore production systems while minimizing
downtime. Virtualization technology simplifies IT so that organizations can
more effectively use their storage, network, and computing resources to
control costs and respond faster. The virtual approach to IT management
creates virtual services out of the physical IT infrastructure, enabling admin-
istrators to allocate these resources quickly to the highest-priority applica-
tions and the business needs that require them the most.

With virtualization, hardware management is completely separated from
software management, and hardware equipment can be treated as a single
pool of processing, storage, and networking resources to be reallocated

on the fly to various software services. In a virtual infrastructure, users see
resources as if they were dedicated to them—uwhile administrators gain the
ability to efficiently manage and optimize resources to serve the needs of
the organization.

VMware equips organizations with technology solutions that allow them to
optimize the use of their existing IT assets and resources as well as protect
the systems, data, and applications that run the business. With analysts
predicting that more and more organizations will adopt virtualization, these
benefits are making this compelling technology a mainstream mandate.

One aspect of the virtual machines (VMs) created in this new paradigm is
that the VMs may easily be migrated from one hardware platform to another,
and in conjunction with centralized storage, VMs improve availability and
reduce downtime for the organization. However, server virtualization does
introduce its own level of complexity to the data center architecture. What
was previously a clearly defined demarcation between server configura-
tion and network configuration is now blended, as elements of the network
environment reside in software on the physical server platform. In a basic
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VMware configuration, port settings must be defined on a per-VM basis,
which can become repetitive and potentially error-prone for new server
initialization.

Managing the virtual machines on the physical servers and the connected
networks requires a design that integrates all of these systems so that
they work together without creating an operational burden on the IT staff
who must maintain them. Using proven and tested designs lowers the time
needed to deploy these new solutions and reduces the time required to
deploy new applications.

Business Overview



Technology Overview

Virtualization allows you to run multiple workloads in one or more virtual
machines (VMs) on a single physical server, with each VM consisting of an
operating system and one or more applications. With virtualization, you can
quickly move workloads from one physical server to another without any
application downtime, enabling flexible and dynamic alignment of business
needs with computing resources.

VMs are highly portable and can run unchanged on different physical
servers because they consist only of a small number of files encapsulating
applications, patches, data, and so forth. This structure allows separation of
services from the underlying hardware.

This document explores the ways customers can use VMware virtualiza-
tion to maximize their business in a Cisco SBA network with Cisco Unified
Computing System (UCS) B-Series and C-Series servers.

VMware ESXi is the next-generation, operating system-independent
hypervisor that makes virtualization easy to deploy. Also known as the
vSphere hypervisor, it enables organizations to partition a physical server
into multiple VMs to quickly start experiencing the benefits of virtualization.
Requiring minimal configuration, users can be up and running in minutes
with a production-ready hypervisor that scales to run the most resource-
intensive applications.

VMware Scalable Solutions

VMware vSphere Editions

VMware vSphere is available for organizations in three main offerings
targeted for various deployment scenarios. Each edition is licensed based
on the number of processors on the physical server hosts that you want
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to virtualize. Each of the three editions scales easily when you add more
licenses to your environment:

VMware vSphere Standard provides an entry solution for basic consoli-
dation of applications in order to slash hardware costs while accelerating
application deployment.

VMware vSphere Enterprise provides a strategic platform for minimizing
downtime, protecting applications and data, and automating resource
management.

VMware vSphere Enterprise Plus includes the full range of components
and features for transforming data centers into dramatically simplified
cloud-computing environments that can provide the next generation of
flexible, reliable IT services to their businesses.

For more information regarding entitlements included per VMware vSphere
edition, refer to the following:
http://www.vmware.com/products/vsphere/buy/editions_comparison.html

Starter kits are available that contain essential tools to manage your environ-
ment and can be grown to larger deployments. For more information about
starter kits, see the following:
http://www.vmware.com/products/vsphere/small-business/overview.html

Management Servers

VMware vCenter Server is the simplest, most efficient way to manage
VMware vSphere with scalability from a few to tens of thousands of VMs.
From a single console, vCenter provides unified management of all the
hosts and VMs in your data center. vCenter is available in several offerings
targeted for various deployment scenarios. Each option includes vCenter,
the central management tool for configuring, provisioning and managing
distributed virtual IT environments:

VMware vCenter Server Standard provides large-scale management
of VMware vSphere deployments for rapid provisioning, monitoring,
orchestration, and control of virtual machines.

VMware vCenter Foundation is the central management tool for up to
three physical servers and is suitable for smaller environments looking
to rapidly provision, monitor, and control virtual machines.

VMware vSphere Essentials provides the same features as vCenter
Foundation and is integrated with the Essentials and Essentials Plus
starter kits.

Technology Overview
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VMware Enhanced Data Center Availability

VMware offers a wide range of products and solutions offering virtualization
and resilience. VMware High Availability (HA) provides rapid and automated
restart and failover of VMs without the cost or complexity of solutions used
with physical infrastructure. For server failures, VMware HA automatically
and intelligently restarts affected VMs on other production servers.

VMware Fault Tolerance provides true continuous availability for infrastruc-
ture and applications to further enhance service continuity. It enables critical
applications to run with zero downtime and prevents data loss in spite of
hardware failures.

VMware vMotion reduces planned downtime from server maintenance
activities by enabling the live migration of running VMs from one server to
another with no disruption or downtime.

For more information on application mobility, please refer to the following
series:
http://www.cisco.com/en/US/solutions/ns340/ns414/ns742/ns743/ns749/
landing_site_selection.html

VMware also offers storage virtualization and migration between datastores.

For more information on the latest acceleration kits, contact your local
reseller or visit the following:
www.vmware.com

Virtual Switching with Nexus 1000V

The Cisco Nexus 1000V Series switch is a software-based switch designed
for hypervisor environments that implements the same Cisco NX-OS
operating system as the Cisco Nexus 5500 Series switching platforms

that comprise the primary Ethernet switch fabric for the SBA Data Center
Architecture. This allows a consistent method of operation and support

for both the physical and virtual switching environments. The Cisco Nexus
1000V allows for policy-based VM connectivity using centrally defined port
profiles that may be applied to multiple virtualized servers, simplifying the
deployment of new hosts and virtual machines. As virtual machines are
moved between hardware platforms for either balancing of workloads or
implementation of new hardware, port configuration migrates right along
with them, increasing the ease of use of the overall solution. The Cisco
Nexus 1000V is currently supported with hypervisor software from VMware
as an integrated part of the vSphere server virtualization environment.
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Cisco Nexus 1000V integrates with VMware vSphere version 4.1 or later and
requires Enterprise Plus licensing. This design guide was tested with Nexus
1000V version 4.2(1)SV1(5.1a) and VMware ESXi version 4.1U1.

The Cisco Nexus 1000V virtual switch provides Layer-2 data center access
switching to VMware ESX and ESXi hosts and their associated VMs. The

two primary components of the solution are the Virtual Supervisor Module
(VSM), which provides the central intelligence and management of the
switching control plane, and the Virtual Ethernet Module (VEM), which
resides within the hypervisor of each host. Together, the VSM and multiple
VEMs comprise a distributed logical switch, similar to a physical chassis—
based switch with resilient supervisors and multiple physical line cards. This
model provides a common distributed architectural approach with Cisco
Nexus 5500/2000 Series switches, as well as the Cisco UCS fabric intercon-
nects and I/0O modules. A logical view of the Nexus 1000V architecture is
shown in the following figure.

Figure 1 - Cisco Nexus 1000V logical view of control and VM traffic flow

Data Traffic
To Cisco SBA Core

Data Center
Ethernet Network

VM |VM VM |VM VM| VM
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Nexus 1000V VEM

The Cisco Nexus 1000V Virtual Ethernet Module (VEM) executes as part

of the VMware ESX or ESXi kernel and provides a richer alternative feature
set to the basic VMware Virtual Switch functionality. The VEM leverages

the VMware vNetwork Distributed Switch (vDS) API, which was developed
jointly by Cisco and VMware, to provide advanced networking capability

to virtual machines. This level of integration ensures that the Cisco Nexus
1000V switch is fully aware of all server virtualization events, such as
VMware vMotion and Distributed Resource Scheduler (DRS). The VEM takes
configuration information from the VSM and performs Layer 2 switching and
advanced networking functions:

Port channels
- Quality of service (QoS)

- Security—private VLAN, access control lists, port security, Dynamic
Host Configuration Protocol (DHCP) snooping

Monitoring—NetFlow, Switch Port Analyzer (SPAN), Encapsulated
Remote SPAN (ERSPAN)

In the event of loss of communication with the VSM, the VEM has nonstop
forwarding capability to continue to switch traffic based on the last known
configuration. In short, the Nexus1000V brings data center switching and
its operational model into the hypervisor to provide a consistent network
management model from the core to the virtual machine network interface
card (NIC).

Cisco Nexus 1000V provides centralized configuration of switching capabili-
ties for VEMs supporting multiple hosts and VMs, allowing you to enable
features or profiles in one place instead of reconfiguring multiple switches.

Nexus 1000V VSM

The Cisco Nexus 1000V Series Virtual Supervisor Module (VSM) controls
multiple VEMs as one logical modular switch. Instead of physical line-card
modules, the VSM supports multiple VEMs running in software inside of

the physical servers. Configuration is performed through the VSM and is
automatically propagated to the VEMSs. Instead of configuring soft switches
inside the hypervisor on a host-by-host basis, administrators can define
configurations for immediate use on all VEMs being managed by the VSM
from a single interface. The VSM may be run as a VM on an ESX/ESXi host or
on the dedicated Cisco Nexus 1010 hardware platform.
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By using the capabilities of Cisco NX-OS, Cisco Nexus 1000V Series
provides these benefits:

= Flexibility and Scalability—Port profiles, a new Cisco NX-OS feature,
provides configuration of ports by category, enabling the solution to
scale to a large number of ports. Common software can run all areas of
the data center network, including the LAN and SAN.

= High Availability—Synchronized, highly available VSMs enable rapid,
stateful failover and help ensure an always-available virtual machine
network.

= Manageability—The Cisco Nexus 1000V Series can be accessed
through the Cisco CLI, Simple Network Management Protocol (SNMP),
XML API, Cisco Data Center Network Manager, and Cisco Prime LAN
Management Solution (Prime LMS).

The VSM is also tightly integrated with VMware vCenter Server so that the
virtualization administrator can take advantage of the network configuration
in Cisco Nexus 1000V.

Nexus 1000V Port Profiles

To complement the ease of creating and provisioning VMs, Cisco Nexus
1000V includes the port profile feature in order to address configura-

tion consistency challenges, which provides lower operational costs and
reduces risk. Port profiles enable you to define reusable network policies
for different types or classes of VMs from the Cisco Nexus 1000V VSM
and then apply the profiles to individual VM virtual NICs through VMware's
vCenter.

VMware in Cisco SBA

The Cisco SBA Data Center Foundation has been designed to support a
virtual machine computing environment. The foundation Ethernet and stor-
age designs support the movement of VMs to balance loads, accommodate
system maintenance, and react to physical server failures. The Cisco Unified
Computing System provides enhanced flexibility and integration for VMware
environments.

Technology Overview



Figure 2 - Cisco SBA data center architecture
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Unified Computing System Server Hardware

The primary computing platforms deployed in the Cisco SBA reference
architecture are Cisco UCS B-Series Blade Servers and Cisco UCS
C-Series Rack-Mount Servers. The Cisco UCS Manager graphical interface
provides ease of use that is consistent with the goals of Cisco SBA. When
deployed in conjunction with the SBA Data Center network foundation,

the environment provides the flexibility to support the concurrent use of
the Cisco UCS B-Series Blade Servers, Cisco UCS C-Series Rack-Mount
Servers, and third-party servers connected to 1- and 10-Gigabit Ethernet
connections and the storage network.

Cisco UCS Blade Chassis System Components

The Cisco UCS Blade Chassis system has a unique architecture that
integrates compute resources, data network access, and storage network
access into a common set of components under a single-pane-of-glass
management interface. This architectural approach provides a modular way
to grow computing resources, lowers the time to provision new resources,
and complements server virtualization by virtualizing the physical server to
a profile that can be loaded on demand. The primary components included
within this architecture are as follows:

= Cisco UCS fabric interconnects—The Cisco UCS 6100 and 6200
Series fabric interconnects provide both network connectivity and
management capabilities to the other components in the system. It is
recommended that the fabric interconnects are clustered together as a
pair, providing resilient management access—as well as 10-Gb Ethernet,
Fibre Channel, and Fibre Channel over Ethernet (FCoE) capabilities—to
the system. The newer Cisco UCS 6200 fabric interconnect provides
higher capacity, higher port density, lower power consumption, and the
flexibility of unified ports, which enables a port to run Ethernet or Fibre
Channel. For modular growth, the fabric interconnects support up to
twenty UCS Blade Server Chassis.

= Cisco UCS fabric extenders—The Cisco UCS 2100 and 2200 Series
fabric extenders, also referred to as I/0 modules, are installed directly
within the Cisco UCS 5100 Series Blade Server Chassis enclosure.
Similar to the Cisco Nexus 2000 FEX, which can connect to the data cen-
ter foundation Nexus 5500 Series, this logically extends the fabric from
the UCS fabric interconnects into each of the enclosures for Ethernet,
Fibre Channel over Ethernet (FCoE), and management purposes. The
newer UCS 2200 Series fabric extender provides higher capacity and
scalability for the UCS 5100 Series Blade Server Chassis.
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« Cisco UCS 5100 Series Blade Server Chassis—Provides an enclo-
sure to house up to eight half-width or four full-width blade servers,
their associated fabric extenders, and four power supplies for system
resiliency. The recommended design dual-homes every blade server
chassis to the two fabric interconnects for increased reliability.

« Cisco UCS B-Series Blade Servers—Allows customers to easily
customize their compute resources to the specific needs of their most
critical applications. Available in half-width or full-width form factors, with
a variety of high-performance processors and memory architectures.

» Cisco UCS B-Series Network Adapters—Allows the switch fabric
to provide multiple interfaces to a server, via a variety of mezzanine
adapter cards.

o Ethernet adapters—The baseline 10-Gigabit Ethernet adapters can
present up to two Ethernet interfaces to a server.

o GConverged network adapters—Cisco converged network adapters
are available in multiple models, with chip sets from multiple manu-
facturers, to meet specific needs. These adapters combine Ethernet
and FCoE traffic on a single wire and provide two 10-Gigabit
Ethernet interfaces and two Fibre Channel interfaces to a server.

o Virtual interface cards—The Cisco virtual interface cards (VICs)
feature new technology from Cisco, allowing additional network
interfaces to be dynamically presented to the server complementing
the hypervisor technologies. The Cisco VIC is capable of support-
ing up to 256 total virtual interfaces split between virtual NICs and
Fibre Channel virtual host bus adapters (VHBAs). The number of
virtual interfaces currently supported depends on the Cisco UCS
infrastructure, including the fabric interconnect, fabric extender, VIC
model, and version of Cisco UCS Manager.

Cisco UCS Manager

Cisco UCS Manager is embedded software that resides on the fabric
interconnects, providing complete configuration and management capabili-
ties for all of the components in the Cisco UCS system. This configuration
information is replicated between the two fabric interconnects, providing a
highly available solution for this critical function. The most common way to
access UCS Manager for simple tasks is to use a Web browser to open the
Java-based GUI. For command-line or programmatic operations against the
system, a command-line interface (CLI) and an XML API are also included
with the system.
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Cisco UCS C-Series Rack-Mount Servers

Cisco UCS C-Series servers extend Unified Computing System innovations
and benefits to rack-mount servers. Designed to operate in a standalone
environment or as part of the Cisco Unified Computing System, Cisco UCS
C-Series servers can be used to satisfy smaller regional or remote-site
requirements, or they can be used as an approach to deploy rack-mounted
servers on an incremental basis. Like the UCS B-Series, the UCS C-Series
servers offer a wide array of processor, memory, network adapter, and disk
options.

The Cisco Integrated Management Controller (Cisco IMC) is the manage-
ment service for Cisco UCS C-Series servers. Cisco IMC runs within the
server. Cisco IMC allows you to use a web-based GUI or Secure Shell (SSH)
Protocol-based CLI to remotely access, configure, administer, and monitor
the server. Almost all tasks can be performed in either interface, and the
results of tasks performed in one interface are displayed in the other. You
can use Cisco IMC to control power, view and configure server properties
and sensors, upgrade firmware, and monitor server status.

The Cisco UCS Manager can manage the UCS C-Series servers if the
servers are deployed connected to the fabric interconnects via Cisco

Nexus 2232PP fabric extenders, as detailed in the Cisco SBA—Data Center
Unified Computing System Deployment Guide. This type of deployment
enables the flexibility of both rack-mounted and blade servers with a single-
pane-of-glass management of all Cisco UCS servers in the data center.

Network and Storage Connectivity

The Cisco SBA—Data Center Virtualization with Cisco UCS, Nexus 1000V,
and VMware Deployment Guide is designed as an extension of the Data
Center Deployment Guide. The basis of this architecture is an Ethernet
switch fabric consisting of two Cisco Nexus 5500UP switches, as shown in
the following figure.
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Figure 3 - Cisco SBA data center architecture switch fabric
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The data center core switch fabric provides Layer 2 and Layer 3 Ethernet
switching services to servers and other attached devices. The two Cisco
Nexus 5500UP switches form the Ethernet switch fabric using Virtual Port
Channel (vPC) technology. This feature provides loop-prevention services
and allows the two switches to appear as one logical Layer-2 switching
instance to attached devices. In this way, the foundation Ethernet provides
the flexibility to extend VLANs across the data center without creating
spanning-tree loops and avoiding spanning-tree—blocked links, providing
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more bandwidth for traffic. The Cisco Nexus 2000 Series Fabric Extenders
provide extension of the core switch ports to provide scalable fan-out of
Gigabit Ethernet and 10-Gigabit Ethernet ports for server connectivity.

Storage networking is provided for the VMware environment by the data
center core Cisco Nexus 5500UP Series switches. The Universal Port (UP)
capability allows the switch to provide Ethernet and FCoE or Fibre Channel
on any port. This provides your organization with the flexibility to run one or
multiple SAN protocols, such as Internet Small Computer System Interface
(iISCSI), Fibre Channel, FCoE, or network attached storage (NAS), over a
single network core.
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Deployment Detalls

The following processes guide you through:

- The preparation of the data center shared storage environment for
VMware installation.

- The installation and setup of VMware vSphere virtualization on Cisco
UCS B-Series blade servers and Cisco UCS C-Series rack-mount
servers.

- The installation and deployment of Cisco Nexus 1000V Series switch in
a VMware environment.

Preparing the Environment for VMware

If you will be using shared storage for your VMware installation, this section
will guide you through the steps necessary to access shared storage via
Fibre Channel. If you are using iSCSI to access shared storage, you will still
need to provision storage logical unit numbers (LUNs) on your storage array
for your VMware virtual machines.

Preparing the Environment for Server Access to SAN

1. Configure a storage array
2. Configure SAN zones

3. Configure service profiles on UCS Manager

If you are installing VMware on a Cisco UCS B-Series server, the target

server for installing VMware must have a configured service profile associ-
ated with that server. The service profile contains all of the information and
settings that are applied to the server. Detailed instructions for configuring
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and installing the Cisco UCS B-Series Blade Server system are contained
in the Cisco SBA—Data Center Unified Computing System Deployment
Guide.

Procedure 1 and Procedure 2 of this process are also necessary if your
server will be using Fibre Channel SAN-based shared storage for virtual
machines on the Cisco UCS B-Series or C-Series servers.

The ability to boot your VMware server from storage area network (SAN)
enables a stateless computing environment where the server can be provi-
sioned on demand without requiring the operating system to be preloaded
on disks that physically reside on the server you are using. With boot-from-
Fibre Channel SAN, the operating system software image resides on the
storage array connected to the Fibre Channel SAN, and the server commu-
nicates with the SAN through a virtual host bus adapter (vHBA). The vHBA's
BIOS contain the instructions that enable the server to find the boot disk.
The Cisco UCS M81KR and M82-8P VIC in the Cisco UCS B-Series server is
capable of booting from SAN.

There are three distinct phases of the process for preparing the environ-
ment for Cisco UCS B-Series to boot-from-SAN:

1. Storage array configuration
2. SAN zone configuration
3. Cisco UCS B-Series service profile configuration

Configure a storage array

This installation procedure provides a summary for configuring storage
when you are using a NetApp FAS3200 storage array, which was used in the
Cisco SBA data center validation. For detailed steps for creating logical unit
numbers (LUNs), initiator groups, and mapping, please refer to the Cisco
SBA—Data Center NetApp Storage Deployment Guide. If you are using
another manufacturer’s storage array, the requirements are similar, but the
exact steps may differ.

First, the storage array administrator has to provision LUNs of the required
size for installing the operating system and to enable boot-from-SAN. The
boot-from-SAN LUN should be LUN 0. The SAN administrator also needs to
know the Fibre Channel World Wide Port Name (WWPN) of the adapter to
perform the necessary LUN masking. LUN masking is a critical step in the
SAN LUN configuration.

Deployment Details



The LUN masking procedure is storage array-specific and is usually done
using the array’s device manager or CLI.

If you are installing to a bootable SAN device, configure a LUN on the SAN,
connect to the SAN, and verify that only one path exists from the SAN vHBA
to the LUN. In this design, you use Fibre Channel to connect the NetApp
storage array to the data center core Cisco Nexus 5500UP switches that are
running Fibre Channel switching. The following is a summary of the steps

to prepare the NetApp storage array for Cisco UCS B-Series SAN boot, or
for UCS B-Series or C-Series access to Fibre Channel SAN-based shared
storage for virtual machines. Configuration of the NetApp storage array uses
NetApp System Manager.

Step 1: Login to the NetApp System Manager using the username root and
the password you configured on the NetApp.

Step 2: Under Storage, click LUNSs.

Step 3: On the right pane, in the LUN Management tab, click Create, and
then follow the Create LUN Wizard to create a new LUN.

Step 4: In the Initiator groups tab, create an FC or FCoE initiator group.

Step 5: In the initiator group that you just created, for initiator IDs, enter the
WWPNs of the newly added vHBAs in the Cisco UCS B-Series server.

Table 1 - Fibre Channel SAN zones

Fibre Channel | FCoE VSAN |SAN
Data center core switch VSAN number | number fabric
Nexus 5548UP-1 4 304 SAN-A
Nexus 5548UP-2 5 305 SAN-B

Trititor Name = Group Name, Growp Type

" 2000002559399 ‘u:s,a ‘r:v
ucs B FCP

Step 6: After the LUN and initiator groups are created, map the LUN to the
initiator group. LUN O is used for boot volumes.

Configure SAN zones

SAN zoning maps the vHBA from the Cisco UCS B-Series blade server to
the target boot LUN on the Fibre Channel SAN fabric. The vHBA has to have
complete visibility to the array LUN in order for boot-from-SAN to succeed.
To create a zone and zoneset, configure the following on the data center
core Cisco Nexus 5500UP switches. For detailed Fibre Channel SAN setup
see the Cisco SBA—Data Center Deployment Guide. The example Fibre
Channel SAN numbering is continued from the Data Center Deployment
Guide.

August 2012 Series

This procedure configures the zoning for the initiating server vHBA1T WWPN
and the target boot LUN WWPN provided by the storage array administrator.

Step 1: Log into the console of the first Nexus 5500UP switch and create a
zone.

Example

zone name pll-ucs-b-hbafc0-a-NETAPP1l vsan 4
member pwwn 20:00:00:25:b5:99:99:7f
member pwwn 50:0a:09:82:89:ea:df:bl

Step 2: Add the zone created in Step 1 to an existing zoneset, or create a
new zoneset if none exists.

zoneset name FCOE 4 vsan 4
member pll-ucs-b-hbafc0-a-NETAPP1

Step 3: Activate the zoneset.

zoneset activate name FCOE_4 vsan 4

c Reader Tip

Always execute the zoneset activate command when you make
changes to zones. If you don't, the zone never becomes activated
and remains in the inactive state. If you need to create a new
virtual SAN (VSAN), follow the steps from the Cisco SBA—Data
Center Deployment Guide.
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Step 4: When the operation is completed, check to see if the above zone
becomes active.

dc5548# show zone active vsan 4

zone name pll-ucs-b-hbafc0-a-NETAPPl vsan 4

* fcid 0xdf0006 [pwwn 20:00:00:25:05:99:99:7f]

* fcid 0xdf0004 [pwwn 50:0a:09:82:89:ea:df:bl] [NetApp-l-e2a-
FCOE]

Step 5: For the second vHBA connected to the second Cisco Nexus 5500
Series switch, repeat the preceding Step 1 through Step 4.

Configure service profiles on UCS Manager

For detailed steps for creating service profiles, please see the Cisco SBA—
Data Center Unified Computing System Deployment Guide.

The VMware setup includes four virtual Ethernet NICs (vNICs) and two
virtual Fibre Channel host bus adapters (vHBAs) defined in a Cisco UCS
service profile. These are presented to the vSphere ESXi operating system
as VMNICs and VMHBAs. Two of the VMNICs are provisioned to manage the
ESXi host. The remaining VMNICs will carry traffic corresponding to virtual
machines, vMotion, and IP storage.

The Cisco UCS M81KR Virtual Interface Card used in the Cisco UCS
B-Series blade servers supports fabric failover. Internally, each of the two
blade server's converged network adapters is connected to each of the two
Cisco UCS 2208XP or 2204XP Fabric Extenders through the chassis mid-
plane. Loss of connectivity on a path in use causes traffic to be remapped
through a redundant path within Cisco UCS. When fabric failover is enabled
on a vNIC, the MAC address of the adapter (implicit MAC address) and the
MAC address of a virtual machine (learned MAC address) are synced to the
peer fabric interconnects automatically. When a failover occurs, the second
fabric interconnect sends gratuitous Address Resolution Protocol (ARP)
packets upstream for both implicit and learned MAC addresses so that the
external network knows that the new path goes through the second fabric
interconnect.

Itis recommended that you not enable fabric failover for the ESX server
running vSwitch, Distributed Virtual Switch, or Cisco Nexus 1000V. You will
define a link-down network control policy to push a notification to Nexus

August 2012 Series

1000V switch in the event that one of the fabric interconnects completely
fails. The link-down notification will cause the Nexus 1000V switch to route
network traffic onto the backup link to the second fabric interconnect.

In this design, the soft switch sees a failed path, and the vNIC goes to state
down and issue gratuitous ARP packets on behalf of the connected VMs.
This requires the use of VMware's NIC teaming or Cisco Nexus 1000V vPC
Host-mode, which is discussed in the later sections of this guide.

Step 1: In Cisco UCS Manager, select LAN > root > Network Control
Policies, right-click Network Control Policies, and then click Create
Network Control Policy.

Step 2: Name the policy, select CDP Enabled and Link Down, and then
click OK.

Create Network Control Policy ©

o ]_coct

Step 3: In the navigation pane, click the Servers tab, select the service
profile that you plan to assign to the server, and then in the work pane, click
the Network tab.
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Step 4: Select the vNIC that you previously created in the Data Center
Unified Computing System Deployment Guide, and then at the bottom of
the screen, click Modify.

Step 5: Clear Enable Failover, and then in the Adapter Performance Profile
section, in the Network Control Policy drop down, choose the control policy
created in Step 2, and then click OK. It is recommended that you do not
enable fabric failover for the virtual switch uplinks.

+ Modify vNIC

Modify vNIC @

SBA-MACS(214/256) -

WEEILAN (EonmECa Vit ENE StEr .

Name
lkv-Control
DC-Management
[Serwers_1
Servers_2

Operational Parameters

COP-En-inkloss =
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Step 6: If you need to add additional vNICs to the profile, at the bottom of
the Network tab, click the plus sign (+).

Step 7: Connect vNIC ETHO and vNIC ETH2 to Fabric A, and then connect
vNIC ETH1 and vNIC ETHS3 to Fabric B. ETHO and ETH1 will carry manage-
ment traffic, and ETH2 and ETH 3 will carry the rest of the traffic, such as
virtual machine and storage traffic. You have created total of four vNICS, with
failover disabled.

General | Storage ﬁﬁfs[vﬁﬂ&[ﬂmtﬂda[VlhﬂMadm[Pnides[SavaDeiak[FSM[VIFPa&s[FaJ(E[Eva\m

=l WNIC ethd 00:25:B5:11:11:6C |1 1 A lAny Any -
=] vNIC eth1 00:25:B5:1L1LAD |4 4 B lany lany
il vNIC eth2 00:25:B5:11:11:CD 15 5 A Any Any
=il vNIC eth3 00:25:B5:1L:1LEBD |6 6 B {Any (Any

Step 8: Select a service profile.

Step 9: On the Boot Order tab, ensure that you have configured the correct
boot policy (either SAN Boot policy or Local Disk boot policy). If you are
using SAN boot policy, ensure that the SAN boot target configurations are
correct.

General| Storage | Network | (SCSL vNICs | BOOLONGST | Virtual Machines | Poies | Server Detals | FSM| VIF Paths| Faults | Events

I+ (=l | & Fiter | = Export | Print

= =] SAN primary
© L.=] SAN Target primary
(= =] sAN secondary

*.=] 5AN Target primary

50:0A:09:81:8D:10:DC: 42

50:0A:09:82:8D:10:DC: 42
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Step 10: After the service profile is created and boot policy is assigned,
associate the service profile to an open server on the chassis. The server
automatically boots with the new service policy.

+ Cisco Unified Computing System Manager - sba-ucs

V A A Q £ New ~ | [j Options | @ @ Pending Activities | O] Exit
0 8 7 % >> SR Equipment » &) Chassis » & Chassis 1 * w5 Servers » o, Server 4
EQUpMENt | Servers | L | SAN| WM | Adrin | General | 1nventory | virtual Machines | Instaled Firmnare | SEL Logs | ViF Paths | Faults | Events | Fsm| Statstics | Temperatures | Power |
Filter: Al -
AR ® vV A A
0 0 0 o
555 Equpment
) Chassis
)-89 Chassis 1
g;ms Overal Status: § Unassociated
10 Modues Status Details
B psus
B Servers
e Server 1 AdminState: 1 In Service
< Server 3 Iet
fitd Discovery State: 1 Complete
s Server 5 AvailState: 1 Available F 1 ]
S Chassis 2 AssocState: 4 None i ll d Il |
® Rack-Mounts = > ol o 1
Power State: 4 Off - =
T s [~ rosmesericzrte ———————— &Il

Slot Status: 1 Equipped . . b
Check Point: Discovered Associate Service Profile 2
Select an existing senice profile to associate with the selected senver.

llEm Create Service Profile (% Avsiizble Service Profies (~ Al Service Profiles

et Sapyie Pl dect Name © El
== service Profle UC_ON_UCS5 |Unassociated a
== Service Profile TEST-SAN-B00T _|Unassociated
== service Profile SAN-800T-PROFILE| unassuuatilll
»

« |

2ot
=5 o

iEelio’ ie!

A ap—
il 3eniee

[ — =

Step 11: In the work pane, on the FSM tab, check the progress of the
service profile that is being applied on the server.

>> BB Equipment * ) Chassis + & Chassis 1 * wp Servers * ;s Server 4 < Slot 4

General | Inventory | Virtual Machines | Installed Firmware | SEL Logs | VIF Paths | Fauits | Events |[FSM | statistics | Temperatures | Pawer |

FSM Status: Associate Boot Pnuos
Retry #: 1

ErE=n iption: org-root/ls- TEST-SAN. (FSM-STAGE: e 5 3)

Service profile org-root/ls-TEST-SAN-BOOT association with server
A . :
/ 4(

Time of Last Operation: 2012-05-21T20:55:28
Status of Last Operation: Associate Boot Pnuos
Remote Invocation Result:
Remote Invocation Error Code: None
Remote Invocation Description:

progress stans: [ %

Completion | FSM Flags | Item D AE|

This completes the association of a service profile to the Cisco UCS
B-Series server.
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VMware vSphere Installation and Setup

Installing VMware ESXi on Cisco UCS Servers

1. Mapping the ESXi ISO file using virtual KVM
2. Install vSphere hypervisor (ESXi)

Before you install VMware vSphere, ensure that you have the following
information:

IP address, subnet mask, and default gateway for ESXi hosts

Host names for ESXi hosts

Primary domain name for the ESXi hosts

Primary and secondary Domain Name System (DNS) IP addresses
Password for the ESXi management console

You can install VMware ESXi by using an ISO burned with the proper utility
to a CD or mounted as remote media on the Cisco Integrated Management
Controller (Cisco IMC). This example shows you how to use the virtual key-
board, video and mouse (KVM) console Virtual Media to install ESXi from a
local ISO on your desktop, running the Cisco UCS Manager in your browser.

Some processes and steps in this section are specific to the Cisco UCS
B-Series server and some specific to the UCS C-Series server. Where
appropriate, the differences are noted.

Mapping the ESXi ISO file using virtual KVM

If you are using a Cisco UCS B-Series server, complete Option 1. If you are
using a Cisco UCS C-Series server, complete Option 2.

Option 1. For a Cisco UCS B-Series server

Step 1: Use a browser to connect to Cisco UCS Manager using your UCS
Virtual Management IP address.
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Step 2: Click Launch UCS Manager, and then log in to Cisco UCS Manager,
using your administrator username and password.

Cisco UCS Manager - 2.0(29)

Single point of device management for the Cisco Unified Computing System

| Launch UCS Manager _Launch KVM Manager

wlien]ee
CISCO.

In the navigation pane, on the Equipment tab, expand Equipment > Chassis
> Chassis_Number > Servers, and then choose the server that you want to
access through the KVM console.

Step 3: Inthe work pane, on the General tab, in the Actions area, click KVM
Console. The KVM console opens in a separate window.

A8 iventor | Wl Mochines | st Frmore | L Logs | V1 Pt | Fuls | Events | | statistics | Temperatres | Power

Fault Summary Physical Display
0 1 0 0
Status
OverallStatus: 1 Ok E L L Ly
Actions

5 Creste servic Profle

Warning - Security.

=
= | The application's digital signature cannot be verified. A\
< Do you want to run the application?

b stutdoun server

o Name: Ky Viewer
S Resel
Reset

Publisher: Cisco Systems
) il sk e o B pblizhe

B oo o

) M to CIVC for Sl

m Girmt More Informaton..

© TunonLocator e

A View POST Results —
Cores: B Theeads: 16
Effective Memory (VE): 24576 Totalemary (M5): 24576
Operating Memary Speed: N/A Operating Memory Vokage: N/A
Adapters: 1
MIcs: 1 HBfs: O

Original ULID; 66e6bf12-0c3a-11df-b5de-000bab01 cOf
Part Details

Boot Order Details
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Step 4: In the KVM console window, on the KVM Console tab, click the
secondary Virtual Media tab.

> 28 5 st » 89 Chst
Gl nvetor | et ochins | Il Frmare | S Logs | VI Pat | Fauts | Evrts | P St | Temper

< servers » i Sever 1 e

Fault Summary Physical Display

E=P epped | Resdony | Drve ——
r 1 &8 0: - cojpvo.
e

. .

=

TagstDive [apped 1o [Readbytes _[wits Bytes _[ouration |

e o
[ -
T e

Step 5: Click Add Image, navigate to the VMware-VMvisor ISO file, and then
selectit. The ISO image is displayed as a device in the Client View pane.
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Step 6: For the ISO image you added in the preceding step, select the
Mapped check box, and then wait for mapping to be completed. Observe
the progress in the Details pane. Do not press exit here, and leave the
window open while the file downloads.

Leave the KVM Virtual Media window open, and do not press
exit until you are told to in Step 5 of the next procedure, “Install
vSphere hypervisor (ESXi)".

File  Help

% shutdown Server S, Reset
KM Console l Server
Kyp | Wirkual Medial

Client: View
Mapped | Read Only | Drive

Il ¥ 25 D: - COJOVD:

Exit

Create Image

#.isa - 150 Image File

Add Image...

Remove Image...

Details +
< ¥
Details
Target Drive |Mapped To Read Bytes Write Bytes | Duration
wirtual COMDYD é‘ Dl Mware-yMyvisor-Ins, ., 0 i} 00:00:03

USE Reset

Remaovable Media Mot mapped

Floppy Mok mapped

Step 7: When mapping is complete, at the top of the screen, click Reset.

Step 8: Select Power Cycle, and then click OK. This cycles power on the
server so that the server reboots from the virtual CD/DVD that is mapped
to the ISO installation image, and the BIOS recognizes the media that was
just added. The server uses the boot order that is defined in its Cisco UCS
Manager service profile.

File Help

% Shutdown Server %, Reset

KVM Console ] Server

Ky Virtual Media 1
Client View
Mapped Read Only Do you want to reset the selected servers? —
a I k( ttempting t t Th b
‘ou are attempting to reset a server. The server can be Create Image
r I reset by gracefully restarting the OS or via a brute force
- - power cycle, How would you like to reset? Add Image. ..
r r Remove Image...
 Gracefully restart 05
- ¥ If Graceful 05 Restart is not supported by the 05 or it Details #
r m does not happen within a reasonable amount of time,
the system will perform a power cycle,
] — 481.x86_64.is0 - 150 1
L L To reset the slot, please go to the recover server action.
The UCS system might be in the process of performing some tasks
on this server, Would you like this operation to wait until
the completion of outstanding activities?
[~ Wait For completion of outstanding UCS tasks on this server.
« ; ]

Step 9: When the VMware VMvisor Boot Menu appears, select ESXi
Installer. In the next procedure, you continue configuration in the ESXi
Installer.

UMware UMvisor Boot Menu

ESXi Installer

Boot from local disk

Automatic boot in 1 second...




Option 2. For a Cisco UCS C-Series server

Detailed deployment for programming the Cisco UCS C-Series server
management interface, the Cisco Integrated Management Controller (Cisco
IMC), is provided in the Cisco SBA—Data Center Unified Computing
System Deployment Guide. It is assumed that you have completed the UCS
C-Series preparation before beginning this procedure.

Step 1: In a browser, enter the Cisco IMC IP address.

Step 2: Log in by using the administrator username and password you set
when you configured Cisco IMC.

) Cisco Integrated Management Controller Login - Mozilla Firefox

Fle Edt Wew Hstory Bookmarks Toos  Help

& -c

J __ Gisco Integrated Management Contr...| *

7 - I'._""Guugle o

-

2y |g |httus:HlU.4.63.66ﬂ

il Cisco Integrated Management Controller
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Step 3: On the Server tab, click Summary, and then in the work pane, click
Launch KVM Console.

Summary
Inventory
Sensors

Systern Event Log
Remote Presence
BIOS

Power Policies

Fault Surnmary

c .

Overall Server Status
EGood

Server Summary
Actions

__ 4Power On Server
._k,_”ll;Power Off Server
.,,?_ll;Shut Down Server
0 Power Cycle Servar
Hard Reset Server
g\_aunch KuM Console

() Turn On Locator LED

Server Properties
Product Mame:

Serial Nurnbar:

PID:

UuID:

BIOS Version:

Description:

ucs czio M2

QCI1539AA1]

R210-2121605%
249A709F-58E7-E011-1DED-CCEF48B42DD0
£200.1.4.3c.0 (Build Date: 02/29/2012)

Server Status
Power State:

Owverall Server Status:
Processars:

Memary:

Power Supplies:

Lacatar LED:

@ on
|2 5o0d
|2 500d
|2dzo0d
|2 zo0d
Q off

Cisco Integrated Management Controller {CIMC) Information

Hostname:

1P Address:

MAC Address:
Firmware Yersion:

Current Time (UTC):

ucs-c2xx-m2

10.4.63.66
CC:EF:48:B4:2D:D0

1.4(3c)

Mon May 21 08:57:04 2012

Step 4: Inthe KVM console, click the VM tab.
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Step 5: In the Open dialog box, click Add Image, select your ISO file, and
then click Open.

Look In: | ftproot - E

D YMware-Yivisor-Installer-4.1.0-260247.486_64.is0
|D Viware-Vivisor-installer-4.1.0.update1-348481.486_64.is0 |

1] | i [»

File Hame: |VMware-VMvisnr-ln5ta|ler—4.1 O.update1-348481 x86_F4.is0 |

Files of Type: |Disk image file {*.iso, *.imo) | - |

| Open || Cancel |
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Step 6: For the image you selected in the preceding step, select the

Mapped check box. Do not click Exit.

File Help

(o ||

Client View

Mapped | Read Only | Drive

72 (=) I: - Removable Disk

=

=1 H: - Removable Disk
=1 G: - Removable Disk

R

=1 F: - Removable Disk
&} E: - CDDVD

=

H‘I‘I‘I‘I‘I
H

2 Crillsersiadmin'DesktopftprootvWMware-Vivisor-Installer-4.1.0.

<] Il |

Details

Target Drive |Mapped To |Read Bytes |Write Bytes |Duration

Wirtual CD/DVD r=':|1 Chlserstadmin'Desk...0

Removable Media Mot mapped

0

00:00:55

[NINRD

4] i

[D] ]

Create Image
Add Image...

Remove Image...

USEB Reset

L

Leave the KVM Virtual Media window open, and do not press
exit until you are told to in Step 5 of the next procedure, “Install

vSphere hypervisor (ESXi)".

Step 7: Onthe KVM tab, in the menu bar, choose Macros, and then press

Ctrl-Alt-Del. This reboots the server.
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Step 8: When the server reboots, press F6 to enter the boot menu, and
then select Cisco Virtual CD/DVD. Selecting the correct boot device Procedure 2

enables files from the ISO file to be read and the ESXi installation to begin.

Step 1: Wait until the following screen is displayed, and then press Enter.

Please select boot device: UMware ESXi 4.1.0 Installer (4.1.0-348481)

Cisco Virtuwal CD/ADVD 1.22
Cisco MVirtual FDD/HDD 1.22
Cisco UVirtwal Floppy 1.22
(Bus 16 Dev O00)PCI RAID Adapter
IBA GE Slot 1A00 v1335

IBA GE Slot 1A01 v1335

Welcome to the UMware ESXi 4.1.0 Installation

UMware ESXi 4.1.0 installs on most systems but only systems
on UMware’'s Hardware Compatibility Guide (HCG) are
supported. Please consult UMware's HCG on vmware.com.

Please select the operation you wish to perform.

Cisco NIC 11:0.0
Cisco NIC 12:0.0
Internal EFI Shell
Enter Setup

T and | to move selection

ENTER to select boot device
ESC to boot using defaults Step 2: Onthe End User License Agreement screen, press F11.

Step 9: When the VMware VMvisor Boot Menu appears, select ESXi
Installer.

UMware UMvisor Boot Menu

ESXi Installer

Boot from local disk

Automatic boot in 1 second...




Step 3: If you are installing on a Cisco UCS B-Series server, select the
installation target LUN on a storage array or a local disk, and then press
Enter.

Figure 4 - Cisco UCS B-Series local disk

The system alerts you that any existing data on the target drive

will be overwritten.
UMware ESXi 4.1.0 Installer (4.1.0-348481)

select a Disk Figure 6 - Cisco UCS C-Series local disk drive

Storage Device Capacity

Local:
Cisco Virtual FDD-/HDD (mpx.vmhba3Z:CO:TO:L1) 0.00 B

Select a Disk
Remote:

Storage Device

UMware ESXi 4.1.0 Installer (4.1.0-348481)

Capacity

Local:
Cisco Uirtual FDD/HDD (mpx.umhba32:CO:TO:L1)

Remote:
[#] Contains a UMF3 partition

Figure 5 - Cisco UCS B-Series storage array-based LUN =1 Cowiaids 5 WS meet i dor

UMware ESXi 4.1.0 Installer (4.1.0-348481)
Figure 7 - Cisco UCS C-Series USB thumb drive

Select a Disk

Storage Device Capacity

Local: Select a Disk
Cisco Virtual FDD/HDD (mpx.vmhba3Z2:CO:TO:L1) 0.00 B

Storage Device

0.00 B

UMware ESXi 4.1.0 Installer (4.1.0-348481)

Capacity

Remote:
Local:

Cisco Virtual FDD/HDD (mpx.wmhba32:CO:T@:L1)

Remote:
LSILOGIC Logical Volume (naa.600508e000000000ce?cia

[#] Contains a UMFS partition

[#] Contains a UMF3 partition

If you are installing on a Cisco UCS C-Series server, you can install the ESXi
on either a local disk or a USB thumb drive. Select the appropriate drive, and
then press Enter.

0.00 B

...) 278.46 GB




Step 4: Review the Confirm Install screen, and then press F11. Step 6: On the Installation Complete screen, press Enter. The server

UMware ESXi 4.1.0 Installer (4.1.0-348481) reboots.

UMware ESXi 4.1.0 Installer (4.1.0-348481)

Installation Complete

Confirm Install
ESXi 4.1.0 has been installed.

ESXi 4.1.0 is ready to be installed on mpx.vmhba33:CO:TO:LO
ES5Xi 4.1.0 will operate in evaluation mode for 60 days. To
use E5Xi 4.1.0 after the evaluation period, you must
register for a UMware product license. To administer your
server, use the wSphere Client or the Direct Console User
Interface.

Be advised, when ESXi 4.1.0 is initially booted, it will format

local storage that is unformatted on the host. Existing
partitions on available disks will be removed.

You must reboot the server to start using ESXi 4.1.0.

Be sure to the installation disc before you reboot.

VMware ESXi installation begins and displays a status window.

UMware ESXi 4.1.0 Installer (4.1.0-348481) Step 7: If you are using the UCS B-Series Server or the UCS C-Series
server with the boot-from-local-drive option, proceed to the next process
“Configuring the ESXi Console.”

If you are using the Cisco UCS C-Series server with the boot-from-USB-
thumb-drive option, continue with this procedure.

Installing ESXi 4.1.0 Step 8: When the server boots, press F2. BIOS setup opens, where you can
modify the BIOS boot order so the USB option is listed first.

Step 5: When the Installation Complete screen is displayed, on the KVM
Virtual Media window, next to the ISO file you loaded in the previous proce-
dure, clear the Mapped check box. This removes the installation disk.



Step 9: Use the arrow keys to choose the Boot Options tab. Ensure that USB
Boot Priority is Enabled. This ensures that the server attempts to boot from a

USB device if one is available.

Aptio Setup Utility - Copyright (C) 2009 American Megatrends, Inc.

Main Advanced Security Server Management RMINMAGTEN Boot Manager

System Boot Timeout

Boot Option #1
Boot Option #2
Boot Option #3
Boot Option #4
Boot Option #5

CDROM Order

Hard Disk Order
Network Device Order
Floppy Order

Add New Boot Option
Delete Boot Option

-

Boot Option Retry

Boot Mode

3

[5ATA: TSSTcorp CDD...]
[Internal EFI Shelll

[Cisco  Wirtual FD...]
[#0600 IDOOO LNO LS...]
[MBA v6.0.11 Slot ...1

USB Boot Priority
Enabled
Disabled

[Disabled]

[Legacul

If enabled newly discovered USB
devices will be put to the top
of their bhoot device category.
If disabled newly discovered
USBE devices will be put at the
bottom of the respective list.

+f-
Enter
F1

F9
F10
ESC

Select Screen
Select Iten
Change Ualue
Jelect Field
General Help
BIDS Defaults
Save and Reset
Exit

Uersion 1.23.1114. Co

right (C) 2009 American Megatrends. Inc.

Step 10: In the Boot Options screen, use the arrow keys to select Boot
Option #1, and then press Enter.

Step 11: Use the arrow keys to choose the USB device installed on your

server, and then press F10. This saves your changes and reboots the server.

Aptio Setup Utility - Copyright (C} 2009 American Megatrends, Inc.

Main Advanced Security Server Management QilayMijiy40i:8 Boot Hanager

System Boot Timeout

Boot Option #2
Boot Option #3
Boot Option #4
Boot Option #5

CDROM Order

Network Device Order
Floppy Order

Hard Disk Order

Add Mew Boot Dption
» Delete Boot Option

Boot Option Retry

Boot Mode
USB Boot Priority

[Tnternal EFI Shelll
[Cisco  Virtual FD...]
[ USB Flash ...1
[MBA vh.0.11 Slot ...1
Boot Option #1
Internal EFT Shell
SATA: TSSTcorp CDDUDM TS-L633C
MBA vb.0.11 Slot 0100
Cisco  Uirtual FDD/HDD 1.22
USE Flash Disk 0207
Disabled

[Disabled]

[Legacyl
[Enabled]

Set system boot order by

selecting the boot option for

this position.

Select Screen
Select Item
Change Ualue
Enter Select Field
F1 General Help
F9 BIOS Defaults
F10 Save and Reset
ESC Exit

Uersion 1.23.1114. Copyright (C) 2009 American Megatrends., Inc.

After the server reboots, the ESXi operating system is loaded.

UMware ESXi 4.1.0 (UMKernel Release Build 348481)

Cisco 3ystems Inc NEZG-B66£5-1

Z2 x Intel(R) Xeon(R) CPU X5650 @ 2.67GHz
4B 6B Memory

UMKernel loaded successfully.




Step 3: Use the arrow keys to choose Configure Password, and then press

Enter.
System Customization Conf igure Password
Configuring the ESXi Console
. . onf igure Password Not set
1. Configure the login password Conf igure Lockdown Mode
. To prevent unauthorized access to
Conﬂgure the management network Conf igure Management Network this system, set the password for
Restart Management Network the user.

Configure DNS address

Test Management Network
Disable Management Network
Restore Standard Switch

> WD

Test the configuration

Conf igure Keyboard
UView Support Information
Uiew System Logs

Troubleshooting Options

Reset System Configuration
After the ESXi host has rebooted, the KVM console should look like the Remove Custom Extensions
following figure. Note that the console is waiting for DHCP to provide an IP
address. This procedure assigns static IP addressing to the ESXi console.

{UpsDown> Select {Enter> Change <Esc> Log Out

Step 1: Press F2. Step 4: When prompted, enter a new password, and then press Enter.

UMware ESXi 4.1.0 (UMKernel Release Build 348481) q
Conf igure Password

Gilcen Systems e GE-HHEs-1 Setting the password will prevent unauthorized access

2 x Intel(R) Xeon(R) CPU X5650 @ 2.67GHz to this host.

48 GB Memory
0ld Password: [

New Password: [ seseaenscaercs

Download tools to manage this host from: =
onfirm Password: [ ssxssxxsx

http:--slocalhost/
http:--169.254.0.1- (Waiting for DHCP...)

<Enter> 0K <Esc> Cancel

<FZ2> Customize 3System <F12> Shut Down-Restart

Step 2: On the Authentication Required screen, press Enter. By default,
Password is an empty field.



Step 2: On the Configure Management Network screen, choose Network
a Reader Tip Adapters, and then press Enter.

) ) ) ] Conf igure Management Network Network Adapters
You can modify the Troubleshooting Options field to allow con-

figuration of remote troubleshooting via SSH or directly from the

. twork Adapt icO (00:10:18:64:e0:e8)
console. Please refer to VMware KB Article: 1017910 for more Uﬁnptia HIEE EE
information: http://kb.vmware.com/selfservice/microsites/search. The adapters listed here provide the
do?language=en_US&cmd=displayKC&externalld=1017910 IF Configuration default network commection to and

- IPv6 Configuration from thiz host. When two or more
DN3 Configuration adapters are used, connmections will

Custom DNS Suffixes be fault-tolerant and outgoing
traffic will be load-balanced.

Configure the management network

In this procedure, you configure management access to VMware ESXi on
the server. When deciding to share an Ethernet port (or to dedicate one to
management), be aware of traffic requirements of virtual machines. The best

practice is to have a separate Ethernet port for management.
{Up/Doun> Select {Enter> Change {Esc> Exit

Step 1: On the System Customization screen, choose Configure

Man ment N rk. .
anagement Netwo Step 3: Press the Space bar to select vmnics, and then press Enter.
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Step 4: Select the adapter interfaces that will manage the ESXi host.
Adapters are listed with their VMware name (vmnic0O through vmnic3), MAC
addresses, and link status. In this setup, vmnic 0 and vmnic 1 are used for
management.

Network Adapters

Select the adapters for this host’s default management network
conmection. Use two or more adapters for fault-tolerance and
load-balancing.

Device Name Hardware Label (MAC Address) Status

vmnic® NeAl (00:25:b5:01:0c: Connected
vmnicl NeAl (00:25:b5:01:0c: Connected
vmnic2 NeAl (00:25:b5:01:0c: Connected
vmnic3 NeAl (00:25:b5:01:0c: Connected

<D> View Details <Space> Toggle Selected

<Enter> OK <Esc> Cancel

If you are using the Cisco UCS B-Series server, use a trunk port and specify
the management VLAN. This procedure shows how to tag traffic with VLANs
on a trunk.

If you are using a Cisco UCS C-Series server with multiple NICs and you are
using separate physical NICs for management with a single VLAN on this
vmnic, skip to Step 7.

Step 5: On the Configure Management Network screen, choose VLAN, and
then press Enter.

Step 6: Enter the management VLAN number 163, and then press Enter.
The Cisco SBA data center foundation design uses VLAN 163.

ULAN (optional)

If you are unsure how to configure or use a VLAN, it is safe to
leave this option unset.

LaN ID (1-4094, or 4095 to access all ULANs): (13 ]

<Enter> DK <Esc> Cancel

Step 7: On the Configuration Management Network screen, choose IP
Configuration, and then press Enter.

Step 8: On the IP Configuration screen, choose Set static IP address and
network configuration.




Step 9: Use the arrow keys to move between the IP address fields, enter
the following values for the following ESXi management interface settings,
and then press Enter:

I[P address—10.4.63.82
Subnet mask—255.255.255.0
Default gateway—10.4.63.1

Be careful to use the up and down arrows to navigate this screen.
If you press Enter before you have entered all of the information
required, you will return to the Configuration Management screen
and will have to return to this screen to complete entering all
required information.

IP Configuration

This host can obtain network settings automatically if your network
includes a DHCP serwver. If it does not, the following settings must be
specified:

( ) Use dynamic IP address and network configuration
(o) Set static IP address and network configuration:

[ 10.4.63.82
[ 255.255.255.0
[ 10.4.63.1

IP Address
Subnet Mask
Default Gateway

<Enter> OK <E=sc> Cancel

<UpsDown> Select <Space> Mark Selected

Domain Name Service (DNS) provides for IP address-to-name resolution for
ESXi system management. This is a critical service for VMware.

Step 1: On the Configure Management Network screen, choose DNS
Configuration.

Step 2: Enter values for the following settings, and then press Enter:
Primary DNS server
Backup (or alternate) DNS server

A fully qualified host name for this node

DNS Configuration

This host can only obtain DNS settings awtomatically if it also obtains
its IP configuration automatically.

( ) Obtain DNS server addresses and a hostname automatically
(o) Use the following DNS server addresses and hostname:

Primary DN3S Server [ 10.4.48.10 1
Alternate DNS Server [ 1
ostname [ test-c210mZ-2.cisco.local 1

<Enter> OK <Esc> Cancel

<UpsDown> Select <Space> Mark Selected

This completes the programming of the ESXi management parameters.

Step 3: Press Esc. Configuration is now complete.



Step 4: Press Y. This accepts the changes and restarts the management Step 2: If the test is successful, the system marks the test OK.
network.

Testing Management Network

Conf igure Management Network: Confirm

You may interrupt the test at any time.

You have made changes to the host’s management network.

Applying these changes may result in a brief network outage,
disconmect remote management software and affect runming virtual
machines. In case IPub has been enabled or disabled this will
restart your host.

Pinging address #1 (10.4.63.1). OK.
Pinging address #2 (10.4.48.10). OK.
Resolving hostname (test-c210mZ-2.cisco.locall. OK.

Apply changes and restart management network?

<Enter> OK
<¥> Yes <N> Ho <Esc> Cancel

Step 3: Press Enter, and then press Esc. The final welcome screen appears.

Now that you have completed configuration, it is recommended that you
test for proper communication. Testing ensures that the ESXi management
interface can reach its DNS servers and default gateway, as well as fully

resolve its host name. iﬁxml}n;el(]%) Xeon(R) CPU X5550 @ Z2.67GH=z
G emory

UMware E3Xi 4.1.0 (UMKernel Release Build 348481)

Cisco Systems Inc R210-2121605W

Step 1: On the main ESXi configuration screen, choose Test Management Download tools to manage this host from:

Network, and then press Enter. http:s/test-c216mz-2/
http:--10.4.63.82- (STATIC)

<F2> Customize System <F12> Shut Down-Restart



Installing vSphere Client

1. Install vSphere Client

VMware vCenter Server can be installed either on a virtual machine or on

a physical machine. The procedure flow in this guide, which begins with
installing the vSphere Client, is based on deploying VMware vCenter Server
on a virtual machine.

Deploying vCenter Server on a virtual machine has following benefits:

- You can migrate the virtual machine running vCenter Server from one
host to another, enabling non-disruptive maintenance.

- You can provide high availability by using VMware HA. In case of a host
failure, the virtual machine running vCenter Server can be restarted
elsewhere in the cluster.

You can take snapshots, enabling data protection for the virtual machine
running vCenter Server. You can use tools like VMware Data Recovery to
provide speedy backup and recovery of virtual machines.

- You do not need to dedicate a physical server for vCenter Server.
If you prefer to install vCenter Server on a physical machine, do the
following:

1. On a standalone server, install the Windows operating system.

2. Install a database (Oracle DB or Microsoft SQL Server) based on how
many ESX/ESXi hosts and virtual machines you plan to install and man-
age in your environment. Consult VMware for guidance.

3. Install vCenter Server on the same machine on which you installed the
database or on a different physical machine.

4. Install vSphere Client on any machine that has network access to
vCenter Server and the ESX/ESXi hosts.

5. Using vSphere Client, access vCenter Server and start managing your
hosts and virtual machines.

In this guide, you use Microsoft SQL Server 2005 Express Edition (which

comes bundled with vCenter Server) as the database server. For smaller
environments, this choice works well, and you can upgrade to a more full-
featured version of SQL Server as you grow your environment.
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Install vSphere Client

Now that you installed ESXi in the previous process, you can download
vSphere Client from the newly installed host.

Step 1: In the address field of your web browser, enter the IP address
used for the ESXi host management interface (Example: http://10.4.63.82/).
VSphere Client is automatically available for download.

VSphere Client is adaptive, and it only shows what the ESXi

host knows how to do. VSphere Client is also used for access to
vCenter (which will be covered later), allowing for vMotion and
other functions. Be aware of what destination you are connecting
to. ESXi hosts and vCenter have different abilities available to the
client.

Step 2: Download and install vSphere Client.

Deployment Details



Step 3: Start vSphere Client, enter the address of the ESXi server you just
installed, along with the username root and the ESXi console login pass-
word, and then click Login.

[~ ¥Mware ¥Sphere Client

vmware

VMware vSphere”

Client

To directly manage a single host, enter the IP address or host name.
To manage mulkiple hosts, enter the IP address or name of a
wiZenker Server,

IP address | Mame: |1|:|,4,53.32 j
User name: Ir':":'tl
Password: I********

[T Use Windows session credentials

Login Close Help
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Step 4: On the security warning for an untrusted SSL certificate from the
new ESXi host, click Accept.

After you log in, you are presented with a screen like the following. Since
you have just installed, you are also prompted with a license notice. ESXi has
a 60-day evaluation license. You will need to acquire proper licenses from
VMware and install them in the vCenter.

File Edit Wiew Inventory Administration Plug-ins Help
B [o o

Inventory

Inventory

Administration

Roles System Logs
Recent Tasks Marmne, Target or Status contains: - I Clear %
Mame Target Status | Details | Tnitisted by | Requested Start Ti... — | Start Time | Completed Ti
al I ]
|ﬂ Tasks | |Evaluation Mode: 60 days remaining  [ract v

Adding Networking for Virtual Machines

1. Run the Add Network Wizard

The ESXi host links local VMs to each other and to the external enterprise
network via a software virtual switch (vSwitch), which runs in the context of
the kernel. Virtual switches are key networking components in ESXi.

Deployment Details



A vSwitch, as implemented in the vSphere hypervisor, works in much the
same way as a modern Ethernet switch. A vSwitch:

- Maintains a MAC address and port-forwarding table.

- Looks up each frame's destination MAC when the value arrives.

- Forwards a frame to one or more ports for transmission.

- Avoids unnecessary deliveries (in other words, it is not a hub).
Although it is recommended that the management console and VMkernel

get their own respective dedicated virtual machine NIC (VMNIC), it is likely
that in many deployments they will share the same VMNICs.

Multiple Gigabit Ethernet links can be connected to the ESXi host. In this
example, the two onboard NICs are used for management. The following
VLANSs will be used:

= Management console—VLAN 163
= VMkernel iSCSI—VLAN 162

= VMs—VLAN 148

= VMkernel vMotion—VLAN 161

O\  Reader Tip

The leading practice uses separate VLANs for the VMkernel inter-
faces, management interfaces, and virtual machines. For more
information about load balancing and port groups with multiple
VLANSs, see the VMware documentation.

A vSwitch is required to configure access to a vSphere hypervisor. VSwitch
0 was created during the ESXi setup process when the management inter-
face of the vSphere hypervisor was installed. A new vSwitch needs to be
created to carry virtual machine, storage, and vMotion traffic.
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The vCenter or Virtual Infrastructure Client uses the management
console to manage the ESXi server. Carefully review any change
to the management console configuration in order to avoid losing
management access to the ESXi server.

You need to perform the following procedure for each VLAN you add to the
vSwitch.

Run the Add Network Wizard

Step 1: Using vSphere Client, log in to the ESXi host.

Step 2: Ignore the License warning. Licensing is be covered in its own
process in this guide.

Step 3: Click the Inventory icon.

Step 4: In the left column, select the ESXi host, click the Configuration tab,
and then select Networking.

Step 5: Click Add Networking.

Deployment Details



Step 6: In the Add Network Wizard, select Virtual Machine, and then click Step 7: Select the desired VMNIC physical interfaces to use on the new
Next. vSwitch. These interfaces are the uplinks from the server to the data center

e PR ——— —=7x network, which will carry production traffic.

Connection Type =] Add Network Wizard (O]
Metworking hardware can be partitioned to accommodate sach service that requires connectivity,
irtual Machines - Network Access

Wirtual machines reach nebworks through uplink adapters attached to virtual switches,

Connection Type

Metwark Access Connection Types
Connection Settings & v ) Connection Type Select which virtual switch will handle the network traffic For this connection. You may also create a nev virtual switch
Summary * Virtual Machine Network Access using the unclaimed network adapters listed below,
4dd a labeled network to handls virtual machine network traffic. Connection Settings . _
4 labeled network to nandle virtual machine network trarric, Summary G Create a virtual switch Speed Metwarks
 yMkernel ¥ B wmnico 0000 Ful  10.255,255.1-10,255.255.5
The YMkernel TCPJIP stack handles kraffic For the Following ESXi services: YMware wMotion, iSCSI, NFS, Vi B wnnict 10000 Full 10.255.255.1-10.255.255.3
S R " Use vSwitcho Speed Metworks
[~ B vmnica 1000 Ful 10.4.63.96-10.4.63,127
[~ B wmnicz 1000 Ful 10.4.63.96-10.4 63,127
Preview:
Virtusl Machine Port Group Phiysical Adapters
WM MNetwark 2 g E@ +mnicO
E@ vmnicl
Help | < Back | Mext = I Cancel

4 Help | < Back | Next = I Cancel

4

If you are limited to two NIC cards, you can scroll down and add
your VM VLAN to the existing vSwitchO.
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Step 8: Name the VLAN, and then select the VLAN ID (Example: 148).

%4 Add Network Wizard = [0]]

¥irtual Machines - Connection Settings
Use netwark labels ko identify migration compatible connections commaon to two or more hosts,

Connection Type

Port: Group Properties

Metwork Access
Connection Settings Metwark Label: Isarvars_l
Summar:y WLAN ID (Optional): [EE] |
Preview:
Wirtual Machine Port Group Physical Adapters
Servers_1 2 BB vmnicO
WLAN ID: 145 B vmnic1

Help | < Back | Next > I Cancel

The vSwitches in this example are set up for trunking, which
allows for expansion in the future to multiple separate VLANs
without your having to reconfigure interfaces.
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Step 9: When prompted, review your settings, and then click Finish. The
networking window shows the following configuration. The network is now
created and available for future VMs.

test-c210m2-2.cisco.ocal YMware ESXI, 4.1.0, 34481 | Evaluation (60 days remaining)

Hardware View:  [VirtualSwich
Health Status Networking Refresh  Add Metworking,..  Properties.. |
Fracessars
Wemary virbual Switch: vSwitchd Remave,.,  Properties...
Sorage Wirtual Machine Port Group Physical Adapters

v Metwarking £ WM Mebwork. . BB vrnic3  stand by =]

Storage Adapters WMkernal Port B vmonic2 1000 Ful 2
Network Adapters 3 Management Network g
Advanced Settings ik ; 10,4,63.62
Power Management

Software wirtual Switch: vSwitch1 Remowe...  Propetties...

Wirtual Machine Port Group Physical Adapters

Lrsnsed Festures 3 Servers_1 Q. BB vmricl 10000 Full 03
Time Configuration VLA D 148 B vrnicd 10000 Ful | 3
DHS and Reuting
Authentication Services
Virtual Machine Startup/Shutdown
irtual Machine Swapfile Location
Security Profile
System Resource Alocation
Advanced Settings

Configuring Data Storage for the ESXi Host

1. Download and install vNIC drivers
2. Set up shared storage
3. Add a datastore to ESXi hosts

After you connect to the ESXi host using VMware vSphere Client, you may
be presented with the message “The VMware ESX Server does not have
persistent storage.” This message is generated when an ESXi host does not
have a VMware Virtual Machine File System (VMFS) datastore. You have
several options for adding storage; ESXi supports iSCSI, Fibre Channel,
FCoE, and local storage.
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This process will guide you through the following procedures: Step 2: Download the driver package ISO image file, and then save it on
. Updating your Ethernet and Fibre Channel drivers for Cisco UCS virtual your local disk drive (Example: ucs-cxxx-drivers.1.4.2¢.iso).
interface cards.

- Setting up shared storage with iISCSI or Fibre Channel transport.

- Adding VMware data stores or “persistent storage” for your virtual

machines.
If you are upgrading for a Cisco UCS B-Series M81KR VIC
adapter, select that folder and load that ISO image. At the time of
. ) testing for this document, the drivers for the Cisco UCS P81E VIC
Download and install vNIC drivers adapter are the same as the drivers for the Cisco UCS M81KR

adapter.
If you are using FCoE SAN connectivity for your server, you must install

FCoE drivers on the ESXi 4.1 U1 operating system. The VMware ESX/
ESXi driver CD for FCoE connected network adapters can be downloaded
directly from the VMware website or from the Cisco website. If you are
only using Ethernet connectivity on your server, it is still recommended to
upgrade to the latest drivers for your server, or if you have existing UCS
servers, upgrade to the reference version of drivers for your organization

In this procedure, you upgrade the Ethernet and Fibre Channel drivers for a
Cisco UCS C-Series server by using a Cisco P81E VIC. If you are updating

drivers for a UCS B-Series server with a Cisco UCS M81KR VIC, you follow

the same steps but select drivers for the UCS M81KR instead.

When using VMware ESXi version 4.1U1and boot from USB flash
you may experience issues when updating software or drivers on
the server due to unavailable scratch space. For more information
and resolution refer to the VMware KB article 1037190: http://
kb.vmware.com/selfservice/microsites/search.do?language=en_US&
cmd=displayKC&externalld=1037190

Step 1: Using a web browser, navigate to the Cisco website, navigate to
Downloads > Unified Computing and Servers, and then choose the Cisco
UCS C-Series rack-mount server software corresponding to your type of
UCS C-Series server.
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http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1037190

Step 3: Use an ISO extraction tool to extract the contents of the ISO image.

There are various ISO image extraction tools available for download on the
web.

Figure 8 - Expanded directory structure of ISO file

0 CDROM
o Lire:
El , WMware
[ | chipSet
=+ . Metwork
[#+ . Broadcom
l_:_l . Cisco
=l PSLE
----- | ES¥_ES¥i_4.0
----- | ES¥_ESi_4.0U1
----- | ES¥_ES¥i_4.00U2
----- | ES¥_ES¥i_4.0U3
----- | ES¥_ES¥i_4.1
| CES¥ ES¥i 4,101 |
----- | ES¥_ES¥i_4.102
----- | ES¥ 5.0
[+ . Emulex
M- . Inkel
[~ . Qlogic
[+ | Securiky
| = . Storage |
[+~ | Broadoom
EI | iisco
[=I- ' PE1E
----- | ES%_ES¥i_4.0
----- | ES¥_ESwi_4.001
----- | ES¥_ES¥i_4.0U2
----- | ES¥_ES¥i_4.0U3
""" , ES¥ _ESxi 4.1
I i | ES¥_FSdi_4.101 |
----- | ESX_ESHi_4 U2
----- | ES¥i 5.0
[ Emulex
[ . Inkel
- 1 LoD
[~ ) Qlogic
[#- . Wideo
= wWindows
i | ChipSet
. Magmkt
. Mebwork
. Security
. Starage
. Wideo
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Step 4: Browse through the folders VMware > Storage > Cisco >
P81E > ESX_ESXi_4.1U1, and then download the FNIC driver labeled
fnic_driver_1.4...iso.

If you find only a readme file, open the readme file, find the link that points
to the location that has the driver, and click the link. The link in the readme
file takes you to VMware website from where you can download the
fnic_driver_1.4...iso file.

Cisco Driver Update for VMware ESX/ESXi 4.1 U1
Cisco driver updates are available directly from VMware for ESX/ESXi 4.1 UL. Please download updated ESX/ESXi 4.1 U1 drivers for the Cisco UCS VIC M81KR from this location.

Please follow the imstructions on the VMware website for installing the drivers.

Step 5: Browse through the folders VMware > Network > Cisco > P81E
> ESX_ESXi_4.1U1, and then download the ENIC driver labeled enic_
driver_2.1....iso.

Step 6: After you have saved both ENIC and FNIC drivers on your local disk,
upload these drivers to the server’s storage system by following these steps:

1. Select the host from vSphere Client.

2. Navigate to Configuration > Storage.

3. Right click the datastore, and then click Browse Datastore.
4

In the Datastore Browser window, on the Folders tab, create a folder
named Downloads.

5. Double click the Downloads folder, and then click the Upload Files to
this datastore icon.

6. Select both the ENIC and FNIC files, and then make sure both the files
have been uploaded.

(%] Datastore Browser - [datastore1] [_[O]
+
R

Folders ISearch I [datastorel] Downloads

EXil] Mame | Size | Type | Path | Madifie

[ Downloads [ enic_driver_2.1.2.20-0ffine_b... 41,55KE File [datastare1] Dowrlaads sfz1jz

D Fric_driver_1.4.0.201-offline_b... 155.26 KB File [datastarel] Downloads 5/zi/z

4] | 2l
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Step 7: On the Configuration tab, from the Software list, choose Security
Profile, and then on the Security Profile screen, click Properties.

Step 8: If the status of Remote Tech Support is Running, skip to the next
step.

If the status of Remote Tech Support is Stopped, select the Remote Tech
Support label, click Options, and under Startup Policy, select Start and
Stop manually. Also you can enable Local Tech support mode in the same
way. Remote Tech Support mode allows you to login to the ESXi server
remotely via SSH. Local Tech Support allows you to login directly on the
ESXi server console.

[%}] Services Propetties 10|

Remote Access

By defaulk, remaote clients are prevented from accessing services on this host, and local clients are prevented From
accessing services on remote hosts.

Unless configured otherwise, daemons will skart autornatically.

Label | Daemon |

I/O Redirector {Active Directory Se...  Stopped |
Mebwork Login Server (Active Direc...  Stopped

Ibtd Funning
Local Tech Support Stopped
Local Security Authentication Serv...  Stopped
MTP Daemon Rurning
WMware vCenter Agent Stopped
Remoke Tech Support {35H) Running
Direct Console LI Running

Cptions. .. |
Ok I Cancel | Help I

Step 9: Open an SSH client, and then log in to the ESXi server.

Step 10: Install the FNIC driver.

# cd /vmfs/volumes/datastorel/Downloads
# esxupdate --nosigcheck --maintenancemode --bundle /vmfs/

volumes/datastorel/Downloads/fnic driver 1.4.0.201-offline
bundle-491446.zip update
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Step 11: Install the ENIC driver.

# cd /vmfs/volumes/datastorel/Downloads
# esxupdate --nosigcheck --maintenancemode --bundle /vmfs/

volumes/datastorel/Downloads/enic driver 2.1.2.20-offline
bundle-51242.zip update

Step 12: After the installation is complete, reboot the system.

Set up shared storage

If you are not configuring shared storage, skip this procedure. If you are
configuring access to shared storage for Cisco UCS B-Series and C-Series
servers, complete the appropriate option:

The first option shows how to set up your server for iISCSI storage array
access.

The second option shows how to set up storage for a Fibre Channel or
FCoE attached storage array. A Cisco UCS B-Series server which may
be running as a diskless server requires this procedure for SAN boot as
well as centralized storage for any VMs running on the server. The UCS
C-Series servers doing local boot, can still use this procedure for setting
up shared storage for the VMs running on the server.

Option 1. Using iSCSI storage

Successful deployment of an iISCSI storage target requires that:
- AVMkernel interface exists with a valid IP address.
The interface is enabled for the ESXi host.
The iSCSl initiator is configured.

The iSCSI VLAN is enabled on the data center core and the VLAN is
allowed on the switch ports connected to the initiator and target devices.

The iSCSl target is configured and reachable.

The VMkernel interface has an IP address on the ESXi host itself. The
interface implements the iISCSI protocol in software for the ESXi host.

This allows for datastores to be created with iISCSI storage. After the iISCSI
connectivity is established to the storage array, a new datastore can be
added.
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Figure 10 - Use existing virtual switch

v Add Network Wizard =]

U Reader Tip

The VMware best practice is to have a separate VLAN for the
VMkernel interface.

¥Mkernel - Network Access
The VMkernel reaches networks through uplink adapters attached to virtual switches.

Connection Type
Network Access
Connection Settings

Select which virkual switch will handle the netwark kraffic For this connection, You may also create a new virtual switch
using the unclaimed network adapters listed below,

Summary " Create a virtual switch Speed Metwarks
" Use vSwitchD Spesd Metwarks
l_ n wnic3 1000 Full 0.0.0.1-255.255.259.294
l- n vmnicz 1000 Full 0.0.0.1-255,255.255.254
. . . . . @ Use vswitch1 Speed Metworks
Step 1: Using vSphere Client, establish a connection to the ESXi host. B @ o SO0l 10,255,255.1-10.256.255.3
'7 n vmnicl 10000 Full 10,255.255.1-10.255.255.3
Step 2: In the work pane, click the Configuration tab, and then in the
. . Preview,;
Hardware menu list, choose Networking. pr—— Ea——
WMkernel 9. @ vmnicO

irtual Machine Port Group

BB vrmnict

Step 3: Click Add Networking. This starts the Add Network Wizard. ervers | &

WLAR ID: 143

Step 4: Select VMkernel as the Connection Type.

Step 5: If you are creating a new vSwitch, select the network adapters to be
assigned to the new vSwitch, and then click Next.

Help | < Back | Mext = I Cancel

I
Y

If the vSwitch has already been created, select the appropriate vSwitch that

will carry iSCS! traffic, and then click Next. Step 6: Enter a value for the Network Label, and in VLAN ID, enter 162 for

the VMkernel port that will be used to service iISCSI, network attached stor-
age, or network file server traffic, ensure that all check boxes are cleared,
and then click Next.

Figure 9 - Create a new virtual switch

E‘T,J Add Network Wizard [=]

¥Mkernel - Network Access (%] Add Network Wizard (=[O x]
The WMkernel reaches networks through uplink adapters attached ko virtual switches,

¥Mkernel - Connection Settings
Use network labels to identify ¥Mkernel connections while managing your hosts and datacenters.,

Connection Type. Select which virtual switch will handle the netwark traffic for this connection. You may also create a new virtual switch
Network Access using the undlaimed network adapters listed below, Comnoction Ten
onnEchion Tvpe
Connection Settings frey— Part Group Properties
Summar ¥ Create a virtual switch Speed Metworks e »
¥ El Connection Settings Hekwork Label: scst
¥ E@ wmnico 10000 Full 10,255.255.1-10.255,255.3 1P Settings
i B vmict 10000Ful  10.255.255.1-10.255,255.3 Sumnmary AT el = ]
™ Use this port group For yMotion
" Use ySwitchd Speed Metworks B o . oy e 0
[~ B vmnica 1000Ful  0.0.0.1-255,255.255.254 3 HNiS prt growp for Fadlt Tolerance baang
I~ BB vmnicz 1000 Full 0.0.0.1-255.255.255.254 I™" Use this part group far managemert traffic
Preview:
Whlkemel Port Physical Adapters
i5CST e B vronicO
Preview: VLAN ID: 162 E@ vrnicl
hkermel Port Physical Adapters S\grn:::r?almm Port Group
Whkermel e B vmnico - e
VLAM ID: 145
B vmnicl
Help | < Back | Mgt I Cancel Help < Back | Next = I Cancel
4 4
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Step 7: Enter an IP address (10.4.62.35) and proper subnet mask for the
iISCSl interface for this ESXi host, and then click Next. This deployment
guide uses VLAN 162 and IP subnet 10.4.62.X for iISCSI connectivity.

Step 9: Under Configuration > Storage Adapters, scroll until you see the
iISCSI software adapter, as illustrated below.

¥ Add Network Wizard =]
¥Mkernel - IP Connection Settings
Specify YiMkernel IP settings
i Y[ " "
Connection Type € Obkain IP settings automatically
Network Access .
O Connection Settings * Use the Following IP settings:
IP Settings IF Address: 10 4 682 )
Summaty
Subnet Mask: 755 . 255 | ]
WMkernel Default Gateway: 10 4 53 1 Edit. .. |
Preview:
Wikermel Port Phusical ddapters
i5CsI E@ vmnicO
10,4.62,35 | WLAM ID: 162 E@ vmnicl
Wirtual Machine Patt Group
Servers_1
WLAM ID: 148
Help | < Back | ext = I Cancel
4

Step 8: Click Next, and then click Finish.
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Storage Adapters Refresh Rescan Al ..
Device | Type | W | -
{3 vmhba3 Fibre Channel 20:00:00:25:b5:00: 77 4f 20:00:00:25:b5:77:77:1F s
{3 vmhbat Fibre Channel 20:00:00:25:b5:00:77:4f 20:00:00:25:b5: 77:77:0f
LSI1064E
& vmhba Black SCSI 3
iSCSI Software Adapter
@ 1531 Software Adapter i5C3L

If you use hardware-accelerated iISCSI adapters, the configura-
tion is similar but located under the hardware interface.

Step 10: SelectiSCSI Software Adapter, and then click Properties.

iSCSI Software Adapter

{5 i5CSI Software Adapter

i5C31

Details

Madel:

ISCSI Name:

iSCSI Alias:
Connected Targets:

Devices:

Paths:

Properties. ..

The iISCSI Initiator Properties dialog box appears.
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Step 11: Inthe ISCSI Initiator Properties dialog box, click Configure. Step 12: Select the Enabled check box, and then click OK.

[ iSCSI Initiator {iSCSI Software Adapter) Properties it General Properties
General | Dynarnic Discovery | Skatic Discovery | iSCSI Properties
—iSC5l Properties I9C51 Mame: I
Mame:
| i5CST Alias: |
Alias:
Target discovery methods:
d ¥ Status
¥ Enabled

—Software Initiator Properties

Stakus: Disabled

Ik Zancel Help
CHAF., .. advanced, .. Configure. .. |

The iISCSI name self-creates. If you need to change the name for your setup,
click Configure again and edit the name.

Close Help
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Step 13: Click the Dynamic Discovery tab, and then click Add.

|J-_-T,J i9CSI Initiator {(¥mhba35) Properties

"General Dynamic Discovery | skatic Discovery |

Send Targets

Discover i5C51 targets dvnamically From the Following locations (IPw4, host name):

iSIC5I Server Locakion

&dd, ..

Remove | Settings...l

Close |

Help |

A
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Step 14: Enter the IP address of your iSCSI target array and verify that the
port matches the array configuration, and then click OK.

=] Add Send Target Server
iSCSI Server: 10.4.62.10
Part: I326D
Parent:

Authentication may need to be configured before a session can
@ be established with any discovered targets.

CHAP... | fdyvanced. .,

(4 Cancel | Help

Step 15: On the properties window, click Close.

Step 16: When you are prompted to rescan the iSCSI software adapter,
click Yes.

Step 17: If your array is properly masked for your ESXi host, after the scan
is complete, your new iSCSI LUN is available, and you can add it as a datas-
tore. For more information about adding a datastore, see the next procedure
, "Add a datastore to ESXi hosts”.

If the storage array is not properly masked, you will not see the new storage.
If this is the case, verify the mask settings on the storage array.

Option 2. Using Fibre Channel or FCoE storage

This procedure sets up access to shared storage for Cisco UCS B-Series
and C-Series servers for a Fibre Channel or FCoE attached storage array.
The Cisco UCS B-Series servers, which may be running as a diskless
server, require this procedure for SAN boot as well as centralized storage
for any VMs running on the server. The Cisco UCS C-Series servers doing
local boot can use this procedure for setting up shared storage for the VMs
running on the server.
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VMware ESXi supports most Fibre Channel adapters. To verify support for
your adapters, see the VMware Compatibility Guide at the following URL:
http://www.vmware.com/resources/compatibility/search.php

Before you can add Fibre Channel storage, you must have prepared the
network and storage array for the Fibre Channel target by completing
Procedure 1 “Configure a storage array” and Procedure 2 “Configure SAN
zones” of the Process “Preparing the Environment for Server Access to
SAN.”

Also, FCoE vHBA and storage connectivity must have been deployed on
the server as detailed in the Cisco SBA—Data Center Unified Computing
System Deployment Guide.

Step 1: In vSphere Client, in the Host and Clusters tree, select the ESXi
host, and then click the Configuration tab.

Step 2: Under Configuration > Storage Adapters, note the worldwide node
name and worldwide port name of the HBAs. You must properly zone and
mask the ports and their corresponding worldwide names to your particular
array.

PN  Reader Tip

For more information on configuring a SAN or storage array, see
the Data Center Deployment Guide and the NetApp Storage
Deployment Guide.

Storage Adapters Refresh Rescan All...
Device | Type | W | -
(& vmhba3z i5CS1 iqn.1998-01.com, vmware:ucs-b200m2-2-5d88385. .. B
YIC FCoE HBA
{2 wmhbad Fibre Channel 20:00:00:25:b5:00:77:4f 20:00:00:25:05:77:77: 1f |
{5 wmhbat Fibre Channel 20:00:00:25:b5:00:77:4f 20:00:00:25:05:77:77:0f 3
LSI1064E
{3 vmhba Blaock SCSI
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Step 3: After you have properly zoned and masked the Fibre Channel HBA,
select Rescan.

After the scan is complete, your new Fibre Channel LUN is available, and
you can add it as a datastore in the same manner as local storage. For more
information, see the next procedure, "Add a datastore to ESXi hosts”

Add a datastore to ESXi hosts

In this procedure, you will add storage for the virtual machines to use, as well
as other system files. The storage can be a disk drive physically located on
the server, or a Disk or LUN located on a shared storage array.

Step 1: Using vSphere Client, log in to the ESXi host.
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Step 2: On the Configuration tab, in the Hardware work pane click on Step 3: In the Add Storage wizard, select Disk/LUN, and then click Next.

Storage. —=ix]

|J-_-T.J Add Storage

Select Storage Type
Specify if you want ta format a new volume or use a shared folder over the network.,

If your ESXi host does not have a provisioned virtual machine file system

(VMFES), you will see “The VMware ESX Server does not have persistent stor-
age” message in the main window, click Click here to create a datastore.

= Disk/LUN Storage Type
= 2. Ci i, 4 484 Select Disk/LLN
test-c210m2-2.cisco.local ¥Mware ESXi, 4.1.0, 348481 urent DEIK Lot & Disk/LUN
I catting Started o ] in erfarmance i 5 Alarms ey
Getting Started ¥ e S Configuration s . Alarms | Perm Properties Create a datastore on a Fibre Channel, iCSI, or local 5C5I disk, of mount an existing YMES volume,
The YMware ESX Server does not have persistent storage. Faormatting

Ta run virtual machines, create at lzast one datastore For maintaining virkual machines and ather system Files,

To add storage now, click here to create a datastore,,.

Mote: If you plan to use ISCSI or a network file system (MFS), ensure that your starage adapters and netwark connections are properly configured before continuing.

Storage Adapters
Metwork Adapters
Advanced Settings

Power Management

|

Hardware View: |Datastores Devices

Processars Datastores

Memory Tdentification - | status Device Capacity Free | Type | Last Update
»  Storage

Mebyorking

If you have existing VMFS provisioned storage on your ESXi host, you will
see the details of the storage system under the Configuration > Storage
Adapters as shown in Table 2. To create a new datastore, in the Datastores

workpane, click Add Storage.
Figure 11 - Existing VMFS datastores on ESXi host

test-c210mz2-1.cisco.local ¥Mware ESXi, 4.1.0, 348481

Ready to Complete

 Metwork File System
Choose this option if you want o create a Network File System,

Adding a datastore on Fibre Channel or iSCSI will add this datastore ko all hosts that have access

to the storage media.

Help |

< Back | Mext = I

Cancel

4

Getting Started | Summary [ Virtual Machines " Resource Allocation | Performance RSt eaen [alarms [ Parn|
Hardware Wiew: |Datastores Devices |
Processars Datastores Refresh  Delete  Add Storage...
TMemary Identifi. . .~ | Status | Device | Capacity | Free | Tvpe
v Storage a C21.. @ Mormal MET&PP Fibre Ch... 19,75 GE 11,36 GB  vmnfs3
Mebworking ﬂ C21... @& Mormal METAPP iSCSI Disk. .. 19.75 GB 9,36 GE  wmfs3
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Step 4: On the Select Disk/LUN page, select the local disk or shared
storage LUN, and then click Next. This list provides all data storage available
to the ESXi host, including local hard disks installed in the machine and any
remote data storage available to the host.

When iSCSI or Fibre Channel storage is configured, their LUNs
appear in the list on the Select Disk/LUN page, as illustrated in
Step 5.

Figure 12 - Local disk drive

[0l x]

|Jv_-T.J Add Storage

Select Disk/LUN
Select a LUM to create a datastore or expand the current ane

Figure 13 - Shared iSCSI and Fibre Channel LUNs

|Jr_'T,J Add Storage

Select Disk/LUN
Select a LUN to create a datastore or expand the current one

ISi[=1E3

=) isk{LUN R Mame, Identifier, Path ID, LUMN, Capadty, Expandable or ¥MFS Labelc... = I Clear
Select Disk/LUN
Current Disk Layout Marne | Path ID | - | Capadty | vMFSLabel | Harc
Properties METAPP i5CSI Disk {naa, 60980006, .,  ign.1992-08,com,.., 10 10,00 GE Links
Farmatting METAPP Fibre Channel Disk (naa.60...  vmhbaz:CO:T:LIO 10 24,50 GB Unk
Ready to Complete . X

METAFP Fibre Channel Disk {naa.60...  wmhbaZ:CO:TO:L14 14 5.00 GB Supp
< i

Help | < Back | Mext = I Cancel |

v

B DiskjLUN ) Mame, Identifier, Path ID, LUN, Capacity, Expandable or YMFS Label c... = I Clear
Select Disk/LUN
Current: Disk Layout Mame | Path 1D |t | Capacity | vMFS Label | Hare
Properties Local LSI Disk (naa,600605h003a66,,,  vmhbat:CZ:TO:LD O 1.09 TB Links
Formatting

Ready to Complete
< | 2
Help | < Back | Mext = I Cancel |
4
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Step 5: Review the disk capacity and partition information, and then click
Next.

|J-_-T,J Add Storage

Current Disk Layout
‘¥ou can partition and Format the entire device, all free space, or a single block of free space.

=] E3

B DiskiLUt Review the current disk lavaut:
Select Disk/LUMN
Current Disk Layout Device Capacity Avvailable LU
Properties Local LSI Disk {naa, 6006050003a669801 . ., 1.09 TB 1.09 TB 1]
Faormatting Location

Ready to Complete Ivmfsfdevicesidisks/naa, 600605b003a669801 7421 03510bd7496

The hard disk is blank,

There is only one layout configuration available. Use the Mext button to proceed with the ather wizard
pages,

A partition will be created and used

Help | < Back | Mext = I Cancel

A
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Step 6: Enter a datastore name, and then click Next.

Use a descriptive name for the datastore, to help you identify
which datastore is which when you add more of them.

|Jr_-T,J Add Storage

Properties
Specify the properties for the datatare

= Disk/LUIMN
Select DiskiLUMN
Current Disk Layout
Properties
Farmatting
Ready to Complete

Enter a datastore name
’]CZID-Storagﬂ

Help | < Back | Mext = I Cancel

4

Deployment Details



Step 7: On the Disk/LUN Formatting page, note that the default block size is
1 MB. The largest virtual disk that is supported on VMFS-3 with a block size
of 1 MB is 256 GB. The block size should be carefully chosen based on the
size of the largest file that must be stored. In this setup, accept the defaults
by clicking Next.

|J-_-T,J Add Storage =] 3

Disk /LUN - Formatting
Specify the maximum file size and capacity of the datastore

B DiskjLUH — Maximum file size
Select Disk/LLIN
Current Disk Layout Large files require large block size, The minimum disk space used by anvy File is equal to the filz system
Properties block size.,
Formatting
Ready to Complete |256 GE , Block size: 1 MB j
— Caparcity
V' Maximize capacity |1115.?23: GEB

Help | < Back | Mext = I Cancel
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Step 8: Click Finish. The Add Storage wizard is completed.

|J-_-T,J Add Storage I[=] 3

Ready to Complete
Review the disk layout and click Finish to add storage

Disk/LUM Disk layouk:
Ready to Complete
Device Capacity LM
Local LSI Disk {naa,600605b003a669501 7, . 1.09TE [u]
Location

Turifsfdevices/disks/naa, 600605b003a669501 7410351 0bd7 496

Primary Partitions Capacity
WMFS {Local LSI Disk {naa, 6006050003a669, ., 1.09TB
File system:
Properties
Datasbore name: CZ210-Storage
Formatting
File syskemn: YMFS-3
Block size: 1 MB
Maimurn file size: 256 GB

Help | < Back | Finish I Cancel

4

Creating a Virtual Machine

1. Run the Create Virtual Machine wizard
Edit virtual machine settings

Install a guest operating system

> W

Install VMware tools

With ESXi installed, vSphere Client installed and connected, and the
datastore created, it is now time to create a virtual machine. This first virtual
machine will support vSphere vCenter. This requires a 64-bit operating
system. For this example, Windows Server 2008 64-bit is used.

Deployment Details



Step 4: Select the datastore created previously, and then click Next.

Procedure 1 Run the Create Virtual Machine wizard
(] Create New Yirtual Machine M =] E3
Datastore Wirkual Machine Yersion: 7
. R : : Select a datastare in which to store the virtual machine files
Step 1: In vSphere Client, on the Getting Started tab, click Create a new
virtual machine.
Configuration Select a datastore in which ko stare the virbual maching files:
Name and Locaton
_ i _ i 7 i Marne | Capacity | Provisioned | Free | Type | Thin Provisioning | Access
File Edit Yiew Inwventory Administration Plug-ins Help Datastore
Guest Operating System [datastore1] 1.08TE  567.00 MB 1.08TB YMFS Supported Single b
B B |E} Home b g5 Inwentory b [Fl Inwentory Create aDisk
Ready to Complete
& &

[ 10.4.653.82

test-c210m2-2.cisco.local ¥Mware ESXi, 4.1.0, 348481 | Evaluation (60 days remaining)

[ bt e Summary [ Virkual Machines - R ce Allocation | Performance | Configuration | Locs

What is a Host?

A host is a computer that uses virtualization software, such
as ESXor ESX. to run virtual machines. Hosts provide the
CPU and memory resources that virtual machines use and
give virtual machines access to storage and network
connectivity.

Virtual Machines

-

You can add a virtual machine o a host by creating a new
one or by deploying a virtual appliance.

The easiest way to add a virtual machine is to deploy a
virtual appliance. A virtual appliance is a pre-built virtual
machine with an operating system and software already
installed. A new virtual machine will need an operating
system installed on it, such as Windows or Linux

1 | |
Help | < Back | Mext > I Cancel |

4

Basic Tasks
5T Deploy from VA Marketplace

Explore Further

&' Create a new virtual machine

= Learn about vSphere

Step 2: On the Configuration page, select Typical, and then click Next.

Step 3: Name the virtual machine, and then click Next.
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Step 5: Select the guest operating system for the virtual machine, and then
click Next.

[¥] Create New ¥irtual Machine S[=] 3

Guest Dperating System Wirkual Machine Yersion: 7

Specify the guest operating system to use with this virtual machine

Configuration
Mame and Location
Datastors  Micrasoft Windows
Guest Operating System
Create 3 Disk

Ready to Complete

Guest Operating Systemn:

' Linux
' Novell NetWare
" Splaris
" Other

‘ersian:

Identifying the guest operating system here allows the wizard to provide the appropriate defaults for
the operating system installation.

Help | < Back. | Mext = I Cancel

4

Be careful that you select the correct operating system (64-bit,
32-bit, etc.) because this aligns the data partitions for the operat-
ing system for optimum efficiency. If you install a different operat-
ing system than what was selected, performance issues can arise.
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Step 6: On the Create a Disk page, enter a virtual disk size, and then click
Next. Ensure that the disk size matches your operating system requirements
and does not exceed the available datastore.

In the following figure, the default disk size of 40 Gb is used. The example
uses thin provisioning in order to conserve actual datastore used versus
what is provisioned. With thin provisioning, VMware VMFS starts the actual
provisioned disk space on the storage system small and then increases the
storage as the system requires more storage.

%] Create New ¥irtual Machine Pi[=1 3

Create a Disk Virtual Machine Yersion: 7

Specify the virtual disk size and provisioning policy

Confiquration

Marne and Location
Datastore

Guest Operating Svstem
Create a Disk

Ready ta Complete

Datastore: Idatastorel
Available space (GE): I 1110.2
I 40 3: IGB 'l

v allocate and commit space on demand { Thin Provisioning)

virtual disk size:

The virtual disk file starts small and grows as more virbual disk space is used.

I™ | support clustering Features such as Fault Tolerance
Selecting this option will increase the time it takes o create the virkual machine.,

Help | < Back | Mext = I Cancel

4
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Step 7: On the Ready to Complete page, review the information, and then
click Finish. The virtual machine is created.

|J-_'T,J Create New ¥irtual Machine I8 [=] B3

Ready to Complete
Click Finish ko start a kask that will create the new virtual machine

Virtual Machine Yersion: 7

Confiquration

Mame and Location Settings for the new virkual machine:

Dataskore Mame: test-winz008-2 }
Guest Operating System Host/Cluster: test-c210m2-2. cisco,local
N Datastore: datastorel
Sl i Guest OS: Microsaft Windaws Server 2008 R2 (64-bit)
Ready to Complete Yirtual Disk Size: 40 GE

[~ Edit the virtual machine settings before completion

/¥, Creation of the virtual machine (¥M) does not include automatic installation of the guest operating
system, Install a guest OS5 on the WM after creating the Wi,

Help | < Back. | Finish I Cancel

4

Step 1: InvSphere Client, in the tree, select the newly created virtual
machine, and then on the General tab, click Edit virtual machine settings.

Getting Starbed Sl

What is a Virtual Machine?

A virtual machine is a software computer that, like a
physical computer, runs an operating system and
applications. An operating system installed on a virtual
machine is called a guest operating system.

Because every virtual machine is an isolated computing
environment, you can use virtual machines as desktop or
workstation environments, as testing environments, or to
consolidate server applications

Virtual machines run on hosts. The same host can run
many virtual machines.

Basic Tasks

[» Power on the virtual machine

5 Edit virtual machine settings

Step 2: On the Virtual Machine Properties dialog box, in the list, select
Network Adapter 1.

Step 3: In the Network label drop-down list, choose the network you
configured in Step 8 of the “Run the Add Networking Wizard” procedure.

Edit virtual machine settings

In this procedure, you configure settings for the virtual machine that were
not available in the Create New Virtual Machine Wizard, such as memory,
number of dedicated CPUs, and network connectivity.
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Hardware |Opti0ns I Resources I

—Device Skatus

virkual Machine Version: 7

™ Showr &l Devices Add... | Remave I ™ cConnecked
Hardware | Summary | V¥ Connect at pOMEr 0N
4096 MEB
g 1 —Adapter Type
l;l Video card Current adapter: E1000
= Restricted
e L1 Logic 545 —MAC Address
= ‘irtual Disk, I
% Client Device & Aukomatic  Manual
E3 Network adapter 1 (edite...  Servers_1 |
é Client Device —Metwork Connection

Metwork label:
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Install a guest operating system

Now the virtual machine is ready for its guest operating system. There are
several ways to connect to the installation media for the operating system:

DVD local to the ESXi host

DVD mounted on your local vSphere Client host

ISO image on a ESXi datastore

ISO image is present on the local disk drive of the vSphere Client host

For this procedure, an ISO image is present on the disk drive of the local
machine running vSphere Client. In such cases, you must power on the
virtual machine before you can attach a disk or start the installation.

Step 1: Inthe vSphere Client, in the tree, select your virtual machine, and

then in the toolbar, click Launch Virtual Machine Console. A separate
console window opens.

B 28| @
LU 5 nch Yirkual Machine Consale

A Console tab appears in the work pane when the virtual machine
is highlighted in the navigation pane. This is the same console,
just in a smaller window.

Step 2: Press the Play button (green triangle).
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Step 3: Clickthe CD/DVD icon in the toolbar, choose Connect to ISO
image on local disk, and then specify the appropriate image.

+; test-win2008-2 on test-c210m2-2.cisco.local

File Wiew %M
ulp 8|6 G B P
[0 copoprivet > || comertion:

Connect to IS0 image on local disk, ..

Connect to host device...

Connect to IS0 image on a datastore. ..

To regain control of the mouse from a console window, press
Ctrl-Alt, and the mouse will be released.

Step 4: Clickthe VM tab, and then select VM > Guest > Send Key > Ctrl-
Alt-Del. The virtual machine reboots to the attached ISO file.

The Install Windows dialog box for Windows 2008 is shown in the following
figure. Other operating system installations work similarly; Windows Server
2008 was chosen arbitrarily.

' test-win2008-2 on test-c210m2-2.cisco.local
File View WM

e & @ 6 ke @

% Install Windows

-
Windows Server2o08
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Step 2: Follow the prompts.
Procedure 4 Install VMware tools ) ) o
Figure 14 - Tools install prompt in Windows Server 2008

VMware tools greatly enhance graphics and mouse performance in the fm AutoPlay M= B
virtual machine console. VMware tools also help with power-up and power-

down of virtual machines from vSphere Client. When the operating system DVD Drive (D:) VMware Tools
installation is complete, you can install VMware tools.
Step 1. InvSphere Client, in the tree, right-click the virtual machine, and _
then choose Guest > Install/Upgrade VMware Tools. [~ Always do this for software and games:
Pawer b b Install or run program from your media
| Guest r | Answer Question. .. .
Snapshat » Enter Full Screen (Ckrl+AlE+Enter)
B open Console Send Crl+al+del -
General options
@ Edit Settings... | InstalfUpgrade Yiware Tools |

Cpen folder to view files
ESXi now installs the VMware tools on the host operating system by mount- l using Windows Explorer
ing the tools to the operating system as an attached disk. The operating
system—whether it is Windows, Red Hat, or any other supported operating

S : ) s View more AutoPlay options in Control Panel
system—then initiates installation and prompts the user to install the tools.

Make sure to update VMware tools after each ESXi upgrade.
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Installing and Configuring VMware vCenter

1. Install VMware vCenter

Create a data center

Create a cluster

Add an ESXi server to the data center

License vCenter

o o A~ N

License ESXi hosts

Previous sections described how to manage a single server with vSphere
Client connected directly to the ESXi host. In order to manage multiple
servers running ESXi and get the other features like vMotion, DRS, or HA,
you must set up a vCenter. This requires connecting the vSphere Client to a
vCenter to manage the hosts.

Install VMware vCenter

Step 1: Using operating-system administrative tools, add the user who
will own the vCenter process. For this example, the Windows user vCenter
owner was added with administrator privileges.

To function properly, vCenter Server 4.1 requires a 64-bit operat-
ing system.
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Step 2: Obtain the vCenter Server image (from a disc, ISO, download, etc.)
and copy it to your server.

Step 3: Unzip the vCenter image on the new virtual machine you created in
the previous process, “Creating a Virtual Machine.”

Step 4: Run the VMware vCenter Installer. The following screen appears.

-r_"r' ¥Mware vCenter Installer M= B

vmware

VMware vCenter”

Server 4.1

VMware Product Installers
vCenter Server
vCenter Guided Consolidation

vSphere Client
vCenter Update Manaaer
vCenter Converter

Utility
Agent Pre-uparade Check

Explore mediz

m
=

Step 5: Click vCenter Server. The VMware vCenter Server wizard starts.
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Step 6: Follow the instructions in the wizard. Note the following:

On the Customer Information page, enter your username and organiza- Database Options

tion, and then click Next. This installation uses an evaluation mode _i—'.]
license, which is valid for 60 days. If a valid license came with a purchase
of vCenter, it can be entered now or after the installation.

i'-;' ¥Mware vCenter Server X

Customer Information
) ) {* Install a Microsaft SQL Server 2005 Express instance (for small scale deployments)
Please enter vour infarmation, !

Select an ODBC data source For wCenker Server.,

v enker Server requires a database.

Liser Marne: " Use an existing supported database

IvCenter—l

o Diata Source Mame (DEk): I (Flease create a 64 bit swskern D3N j
Organization:

MOTE: There is no DS which can be used, YMware wCenker Server requires a 64 bik

fsBal
syskemn DS with supported bypes of databases and versions of drivers,

License key: Installshield

< Back | Mexk = I Cancel

Mote: IF vou do not enter a license key, ¥yCenter Server will be installed in
evaluation mode.

Inistallshield
< Back, | MNext = I Cancel
Many customers purchase their own SQL database for this use.
On the Database Options page, choose an ODBC data source for This example uses Microsoft SQL Server 2005 Express, which
vCenter Server and then click Next. is included in the vCenter software package and is only suited
’ for smaller VMware environments. For larger implementations,

other databases are supported. Refer to the VMware website for
specific information on database sizing.
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On the vCenter Server Service page, the best practice is for you to

clear the Use System Account check box, and create a separate user

account—specifically for vCenter—with proper services privileges.

i'i!ri' ¥Mware vCenter Server

vLCenker Server Service

Enter the wenter Server service account infarmation.

Configure the wCenter Server service to run in the SY3TEM account or in a user-specified
account in the domain.

[~ Use S¥STEM &ccount

Account name: |administratu:ur
Account password: | I
Confirm the password: | P ——

SECURITY ADMISORY: The wiZenter Server installer grants the "Log on as a service” right
to user-specified accounts,

Installshield

Click Next, and continue to follow the instructions in the wizard.

On the vCenter Server Linked Mode Options page, for this example,
select Create a standalone VMware vCenter Server instance, and
then click Next.

i'&—'- ¥Mware ¥vCenter Server

yCenter Server Linked Mode Options

Install this YMware wCenker Server instance in linked mode or standalone mode,

< Back | Mexk = I Cancel
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To configure linked mode, install the Firsk wCenter Server instance in standalone mode, Inskall
subsequent wCenter Server instances in linked mode.

{* Create a standalone ¥Mware ¥yCenter Server instance

|Jse this option Far standalone mode or Far the First wiCenter Server installation when you
are Forming a new linked mode group,

Join a ¥Mware ¥Center Server group using linked mode to share
information

IUse this option For the second and subsequent wCenter Server installations when wou
are Farming a linked mode group.

InskallShield

< Back | Mext = I Cancel
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If vCenter services need to run on different ports for security or policy Step 7: Select Small, and then click Next. This installation is for less than
reasons, on the Configure Ports page, enter the appropriate ports, and 100 hosts.
then click Next.

) ) i'él ¥Mware vCenter Server Ed
If the services can run on the default ports, click Next.
¥LCenter Server J¥M Memory [
iie!:“ ¥Mware ¥Center Server E Seleck wCenter Server Web services I¥YM memory configuration, )
Configure Ports [
o . -H To optimally configure your deplovment, please select which wCenter Server configuration
Enter the connection information For wCenter Server, best describes your setup.
Inventary Size Maximum Mermoary
HTTPS port: |443
HITP part: IBD— % Small {lzss than 100 hosks) 1024 ME
Heattbeat pork (UDP): I
= port (LIDP) 202 " Mediurm {100-400 hosks) 2048 ME
‘el Services HTTP part: IBDBD
Web Services HTTPS port: |3443 = Large {mare than 400 haosts) 4096 MB
‘ieh Services Change Service Motification pork: IE'UUQQ
LDAP Port: [za2 InistallShield
S5l Part: [ < Back | Mext = I Cancel
InstallShield
Bl | e d I Sl Step 8: Continue following the instructions in the wizard, accepting default

values, until it finishes.

Now that vCenter is installed, you must configure it to manage the previously
installed ESXi hosts. To do so, you must first create the data center to which
you will add the ESXi hosts.

Step 1: Start vSphere Client, and then enter the IP address and login
credentials of the newly installed vCenter Server.
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Step 2: On the screen that appears, click Create a datacenter.

Welcome to vCenter Server

You're ready to set up vCenter Server. The first step is
creating & datacenter.

A datacenter contains all inventory objects such as hosts and
Yirtual machines, You might need only one datacenter. Large
companies might use multiple datacenters to represent
organizational units in their enterprise.

To get started, click Create a datacenter.
Create a datacenter

Step 3: In the tree, enter a name for the new data center.

File Edit “iew Inventory Administration

ﬁ E £y Home b gH Inventory
it B

= 4 WCENTER-1.cisco.local

! SEa|

(Optional)

A cluster is a collection of multiple ESX/ESXi hosts and associated virtual
machines with shared resources and a shared management interface.

When you add an ESX/ESXi host to a cluster, the host's resources become
part of the cluster’'s resources. You can further enhance your environment
by enabling features like VMware HA and DRS. VMware HA provides high
availability for applications running in virtual machines. When a server
failure occurs, affected virtual machines are automatically restarted on other
servers that have spare capacity. DRS can provide migration recommenda-
tions or can migrate virtual machines based on continuously monitoring
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the distribution and usage of CPU and memory resources on all hosts and
virtual machines in a cluster, resulting in a balanced cluster workload

Step 1: In the Inventory tree, right-click Datacenter, and then click New
Cluster.

Step 2: Enter an appropriate name for the cluster, and then click Next.

You can use turn on VMware HA or VMware DRS by selecting
the check boxes next to the feature names Setting up these
advanced features is not discussed in this guide.

For more information, please see the following:
http://www.vmware.com/pdf/vmware_ha_wp.pdf

[=} New Cluster Wizard =10l x]

Cluster Features
‘Wwhat Features do you want to enable For this cluster?

Cluster Features
WMware EVC

Wi Swapfile Location IDC|
Ready to Complete

—Mame

— Clusker Features

Select the Features you would like to use with this cluster.

™ Turm On YMware HA

WMware HA detects Failures and provides rapid recovery for the virtual machines
running within a cluster, Core Functionality includes host and virtual machine
monitaring ko minimize dawntime when heartbeats cannot be detected.

WMware HA must be turned on to use Faulk Talerance,

™ Turn On ¥Mware DRS

WMware DRS enables wCenker Server to manage hosts as an aggregate pool of
resources, Cluster resources can be divided into smaller resource pools for users, groups,
and virtual machines,

YMware DRS also enables vCenter Server to manage the assignment of wirtual machines
to hosts automatically, suggesting placement when virbual machines are powered on, and
migrating running wirkual machines to balance load and enfaorce resource allocation
palicies,

WMware DRS and YMware EVC should be enabled in the cluster in order ko permit placing
and migrating ¥Ms with Fault Tolerance turned on, during load balancing.

Help | < Back I Mext = I Cancel
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Step 3: Leave the VMware EVC set to default, and then click Next.

Step 4: Leave the Swapfile Policy for Virtual Machines set to default, and
then click Next.

Step 5: Click Finish. This completes the creation of a cluster. When a cluster
has been created, the ESXi hosts can be added to the cluster by dragging
the host into the cluster in the navigation pane.

File Edit View Inventory Administration P
ﬁ |E} Home [ g5 Inwentary
cC#E r BN &

= (i) wCenter-1,cisco.local

= [ [584)
@Dc

Add an ESXi server to the data center

With the data center created, ESXi servers now can be added.

Step 1: Click Add a Host.

Add a host

A hostis a computer that uses virtualization software, such as
E=x or ESx, to run wirtual rachines. Adding a host to the
inventory brings it under wCenter Server management.

You need a computer running ESX or ESKI software. IF wou
don't have ESx or ESH software, visit the ViMware Web site
for information about this product.

To add a host, you need to know the location of the host an
the network and the administrative account (hypically
Adrinistrator or root).

To continue wCenter Server setup, click Add a3 host.
E Add a host
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Step 2: In the Add Host Wizard, enter the Name or IP address, username,
and password you configured in the “Mapping the ESXi ISO file using virtual
KVM" process, and then click Next.

|J-_-T,J Add Host Wizard _ O

specify Connection Settings
Type in the information used to connect to this host,

Connection Settings
Hosk Surnmary

Wirtual Machine Location Enter the name o IP address of the host ta add ko vCenter,
Ready to Complete

—Connection

Host: best-c200m2-1. cisco.local

—Authorization

Enter the administrative account information for the hast. wSphere Client will
use this information to connect ko the host and establish a permanent
account For its operations,

Usernane: Imot

Passwaord: I********l

Help | = Back | Mext = I Cancel |

4

To have a host appear by name, be sure to add the host into
your DNS and add the host to vCenter by name instead of by IP
address. To change a host after it has been added, you have to
remove it and then add it again.
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Step 3: On the security warning that appears, click Yes. The warning
appears because this is the first time this host has been seen by the
vCenter.

Security Alert E2

% nable to verify the authenticity of the specified host,
' The SHA1 thumbprint of the certificate is:

SEHEZ2:58:5E:0E:69:2F: 26 B0 86 75 1 A TR 7 3:535:95: 19:92.56: D2
Do wou wish ko proceed with connecting ansimay?

Choose "Yes" if wou trust the host, The abowve information will
be remembered until the host is removed from the inventary,

Zhoose "Mo" to abort connecting to the host at this time,

Yes | Mo I
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Step 4: Verify that this is the correct host, and then click Next.

(% Add Host Wizard =]
Host Information
Review the product information Far the specified host.
Connection Jeftings ‘fou have chosen to add the following host to vCenter;
Host Summary
Assign License Mame: te_,st-c200m2—1 .cisca.local
Lockdown Mode Wendor: Cisco Systems Inc
. | hi . Model: R200-1120402%W
Yirtual Machine Location Yersion: YMware ES4i 41,0 build-348481
Ready to Complete
Wirkual Machines:
< | »]

Help |

= Back | Mext > I Cancel |

4
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Step 5: If you have a license to assign to this host, select Assign a new

license key to this host, enter the key, and then click Next.

If you want to add the key later in vCenter, under Evaluation Mode select No
License Key, and then click Next.

|J-_-T,J Add Host Wizard

Assign License

Assign an existing or a new license key to this hosk,

I[=] E3

Connection Setkings
Host Summary

Assign License
Lockdown Mode

virtual Maching Location
Ready to Complete

£ Assign an existing license key to this host

Product
= Ewvaluation Mode

Available |

@)| (Mo License Key)

" Assign a new license key to this host

Enter Keyi., | |
Product: Evvaluation Mode
Capacity:
frvailable:

Expires: 6/29/2012

Label:

Step 6: On the Configure Lockdown Mode page, click Next. For this
example, lockdown mode is not used.

|J-_-T,J Add Host Wizard

Configure Lockdown Mode

IS[=1E3

Specify whether lockdown mode is to be enabled For this host,

Connection Settings
Host Sumnmiary:

Assign License
Lockdown Mode
“irtual Machine Location
Ready to Complete

— Lockdown Mode

When enabled, lackdown made prevents remote users from logging directly
into this host. The host will only be accessible through local console or an
authorized centralized management application,

IF wou are unsure what ko do, leave this box unchecked. You can configure

lockdawn mode laker by navigating to the host's Configuration tab and
editing its Security Profile.

" Enable Lockdown Mode

Help |

< Back | Mext = I Cancel

Help |

< Back | Mext = I Cancel |

A
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Step 7: On the Virtual Machine Location page, select the data center you
created previously, and then click Next. The virtual machine location is
where the machine resides in vCenter.

|J-_-T,J Add Host Wizard

¥irtual Machine Location

Select a location in the wCenter Server inventory For the host's virtual machines,

=1 E3

Connection Settings

Host Summary

Assion License

Lockdown Mode

Yirtual Machine Location
Ready to Complete

Select a location for this host's virtual machines.

SEBA

Help |

< Back

| Mexk = I Cancel |

4
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Step 8: Review the information, and then click Finish. VCenter is ready to

add the ESXi host into its inventory.

|J-_-T,J Add Host Wizard

Ready to Complete

Review the options you have selected and click Finish to add the host,

I[=] E3

Connection Settings

test-c200m2-1, cisco.Jocal
YMware ESYi 4.1.0 build-345481
W1 Metwork

datastarel

Hask Summar Review this surmary befaore Finishing the wizard.
fAssign License e
Lockdown Mode e
N 5 . Wersion:
Wirtual Machine Location Mebwarks:
Ready to Complete Datastares:

Lockdown Mode:  Disabled

Help |

< Back | Finish I Cancel |

A

The wizard is finished. In the vCenter tree, a new host appears under the

data center you created earlier.

License vCenter

If you initially configured vCenter with a license key, skip to the next proce-
dure. If you are using the 60-day default evaluation license, complete this
procedure to license vCenter. Be sure you are using a license for vCenter

and not for ESXi.
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Step 1: On the top menu bar in vCenter, navigate to Administration > vCen-
ter Server Settings.

Administration | Plug-ins  Help

Zuskom Aktributes. .

| wiZenter Server Setkings...

Role r
Session k
Edit Message aof the Day...

Export System Logs. ..

August 2012 Series

Step 2: In the navigation pane, choose Licensing, and in the work pane,
select Assign a new license key to this vCenter Server, and then click
Enter Key.

|J-_-T,J vCenter Server Settings E

Select License Settings
ehere should wCenter look For product licenses?

Licensing —vierter License

Statistics

Runtime Setkings ™ Assign an existing license key to this vCenter Sarver

F'.ct:ve Direckory Product | — |
Mail :

SHMP B Evaluatlo.n Mode

Parts {2 (Mo License Key)

Timeouk Settings

Logging Oplions

Database

Database Retention Policy
551 Settings
Advanced Settings % Assign a new license key ko this vCenter Server

Enter Key... | |

Product:
Capacity:
Arvailable:
Expires:
Label:

— License Server

ES¥ 3.%/ES¥i 3.5 hosts and some wCenter add-ons are licensed using a license server,
Enter the address of the license server to only license ES¥ 3.x/ESxi 5.5 hosts or
vCenter add-ons,

¥ Reconfigure ES% 3 hosts using license servers to use this server

Help | o I Cancel
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Step 3: Enter the license key (including dashes), and then click OK.

ET,J Add License Key E3

Mew license key: ||

Cptional label For the new license key: I

(a4 I Cancel

Step 2: On the Configuration tab, in the Software list, select Licensed
Features, and then in the upper right corner, click Edit.

Hardware

The new license can be seen in the main licensing window shown in Step 2.

Product: wCenker Server 4 Standard
Capacikty: 1 instances

Available: 1 instances

Expires: TlEafz011

Label:

License ESXi hosts

If you have already licensed the ESXi hosts, skip this procedure. VMware
allows ESXi hosts to run for 60 days on an evaluation license. To run your
host longer, you must acquire and provide a new license key. For more
information, see the VMware documentation. Be sure you are using a license
for ESXi and not for the vCenter.

Step 1: In the main inventory window, select the ESXi host.
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Health Skatus
Processors
Mernory

Shorage
Metworking
Storage Adapters
Metwork Adapters
Advanced Settings

Power Management

Software

v Licensed Features
Time Configuration
DS and Routing
Authentication Services
Yirkual Machine StartupjShutdawn
Virkual Machine Swapfile Location
Security Profile
Syskern Resaurce Allocation

Advanced Settings

Licensed Features

ESX Server License Type

Product: Evaluation Mode
Expires: 10/18/2010

Product Features:
Up ta S-way wirtual SMP
wZenter agent For ESY Server
wStorage APLs
WMsafe
dwFilter
Whware HA
Hot-Pluggable virtual Hw
wMation
Whware FT
Draka Recovery
wahield Zones
WMware DRS
Storage vMation
MPIO | Third-Party Mulki-Pathing
whNetwork Distributed Switch
Hast profiles
Remote virtual Serial Port Concentrabor
Starage IO Contral
dpvmation
waa
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Step 3: Select Assign a new license key to this host, and then click Enter
Key.

|'£T,J Assign License: test-c200mz2-1.cisco.local

" Azzigh an existing licenze key to this host

Product | Available |
B Ewvaluation Mode
(8 (Mo License Key)

% Azzign a new licenze key to this host

Enter Key._ | ‘

Product:
Capacity:
Available:
Expires:
Label:

Help |

] I Cancel
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Step 4: Enter the license key (including dashes), and then click OK.

[ Add License Key

Mew license key: ||

Optional label For the new license key: I

(] ¢ I Cancel |

The new license can be seen in the main licensing window shown in Step 4.

Product; wSphere 4 Enterprize Pluz [1-12 cores per CPU]
Capacity: 16 CPUz

brvailable: 14 CPUs

E spires: a3/1/2011

Label:

Installing VMware vCenter Update Manager

1. Install VUM
2. Install vCenter Update Manager plug-in
3. Configure VUM

VMware vCenter Update Manager (VUM) is a tool that streamlines the pro-
cess of scanning and applying patches or upgrades to VMware ESX/ESXi
hosts, virtual machines, and virtual appliances. VUM runs as a plug-in on the
vSphere Client and can be installed on the same server running vCenter
Server or on a different server. VUM downloads patches and updates from
the VMware website; and based on the policies you set up, it can scan

and remediate (update) ESX/ESXi hosts, virtual machines, and templates.
Updating your virtual machines, appliances, and ESX/ESXi hosts can make
your environment more secure. In a later module in this guide, VUM plays an
integral part in installing and updating the Cisco Nexus 1000V distributed
virtual switch.

Before proceeding with this procedure, please visit the VMware web site
and review the hardware requirements needed on a system to run VUM.
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Before installing VUM, you need to set up Oracle or Microsoft SQL Server
database. VUM uses a database server to store patch metadata. You need to
decide whether to use SQL Server Express Edition, which is included in the
VMware vCenter media, or SQL Server 2005, SQL Server 2008, or Oracle
10g/11g databases. The decision depends on how large you plan to scale
your environment. For environments with more than five hosts and 50 virtual
machines, create an Oracle or SQL Server database for VUM. Refer to the
VMware vCenter Update Manager Performance and Best Practices website
for more information.

In this procedure, you install VUM by using an instance of SQL Server 2005
Express Edition.

Step 1: Copy the vCenter Server image to your server, unzip the contents,
and then run the VMware vCenter Installer.

Step 2: Under the VMware Product Installers, select vCenter Update
Manager.

Step 3: Choose the correct language for the installation, and then click OK.
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Step 4: On the Welcome to the InstallShield Wizard for VMware vCenter

Update Manager page, click Next.

VMware vCenter™

Update Manager

i_-.% ¥Mware yCenter Update Manager

Welcome to the InstallShield Wizard for

¥i¥lware vCenter Update Manager

The Installshield(R) Wizard will install YMware wCenter Update

Manager on your computer, To continue, click Mext,

WARMING: This program is protected by copyright law and

inkernational treaties.

Mext = I

Cancel

Step 5: Read and accept the VMware End User License Agreement, and

then click Next.
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Step 6: Enter the IP address, username, password, and HTTP port of the Step 7: Select Install a Microsoft SQL Server 2005 Express instance (for

vCenter Server instance to which you want to associate this VUM, and then small scale deployments), and then click Next.
click Next.
i'él ¥Mware vCenter Update Manager E
yCenter Server Information ) | Select an ODBC data source For Wware wCenker Update Manager. JJ
Enter wiZenter Server location and credentials JJ

MMware wCenter Update Manager requires a database,

Flease provide the necessary information about wCenter Server below, YMware wCenter
Update Manager will need this information to connect to the vCenker Server at starkup,

% Install a Micrasoft S0 Server 2005 Express instance (For small scale deployments)

—YMware vCenter Server Information
" Use an existing supported database
IP Address | Mame: HTTF Part:
|\-'Center—1 Jcisca.local ISD
Data Source Wame (DS I (Please create a 32 bit system DSR) j
U=ername:; Password:
— MOTE: Update Manager requires a 32 bit syskem DSK with supported tvpes of databases

|adm|n|strator I ssssssssl and wersions of drivers,

InstallShield

LiEtalEniEld < Back. | Mext = I Cancel
< Back | Mext = I Cancel
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Step 8: On the VMware vCenter Update Manager Port Settings screen, Step 9: On the Destination Folder screen, click Next. You are allowed to
leave the default settings, and then click Next. specify the directory path where you want to install VUM and store the

patches, but leave it at the default for now.
i'él ¥Mware vCenter Update Manager Ed

|
¥Mware yCenter Update Manager Port Settings [ A TR I G L 2\ 1) A S DB E

Enter the connection information For Update Manager ' Destination Folder

Click Mext toinskall ko this Folder, or click Change to install ko a different Folder,

Specify hiov this YMware vCenter Update Manager should be identified an the network, Please

make sure this IP address or host name can be accessed from both wCenter Server and hosts, Install WMware vCanter Update Manager to:

G Z:\Program Files (=80 Y Mwarel Infrastruckure) Change. .. |

Setup will open the ports in firewall if the Windows Firewall/Internet Connection Sharing
service is running on khe syskem,

SOAP Port: web Port: S5L Pork: Configure the location For downloading patches:
|3'334 |'5"3'34 IQUE‘? G C:\ProgramDatalvMwarevMware Lpdate ManageriData), Change |
[~ *es, I have Internet connection and I wank to configure prossy settings now,

InstallShield

= Back. | Mext = I Cancel Installshisld

< Back | Mext = I Cancel
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Step 10: Click Install.

i'.‘% ¥Mware vCenter Update Manager | ]

Ready to Install the Program

The wizard is ready ko begin installation.

P

Click Install ko begin the installakion.

IF wou want ko review or change any of your installation settings, click Back. Click Cancel to

exit the wizard.

InskallShield

< Back

| Inskall I

Cancel
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Step 11: When the installation is complete, click Finish.

i'._% ¥Mware vCenter Update Manager X

InstallShield Wizard Completed

The InstalShield Wizard has successFully installed YMware
w_enter Update Manager, Click Finish to exit the wizard,

VMware vCenter

Update Manager

= Back. | Finish I Zancel

Step 12: From the computer where VUM was installed, run services.msc
from a command prompt, and then click OK. This launches the Services
console.

Step 13: Scroll down to the VMware Update Manager Service, and make

sure the service is running. If it is not, right-click the Update Manager
Service, and then click Start.

Install vCenter Update Manager plug-in

To manage VUM, you install the Update Manager Client plug-in for vSphere
Client.

Step 1: Launch vSphere Client, and then connect to your vCenter Server
instance.

Step 2: Navigate to Plug-ins > Manage Plug-ins.
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Step 3: In the Plug-in Manager window, for the VMware vCenter Update
Manager extension, click Download and install.

Step 4: In the InstallShield Wizard for VMware vCenter Update Manager
Client, click Next.

i-f‘ ¥Mware vCenter Update Manager Client 4.1 Update 1 Ed

Welcome to the InstallShield Wizard for
¥Mware vCenter Update Manager Client 4.1
Update 1

The InstallShield{R) Wizard wil install Yiware wZenter Update
Manager Client 4.1 Update 1 on vour computer, Tao continue,
click Mext,

WARMING: This program is protected by copyright law and
international treaties.

VMware vCenter™
Update Manager
Client

= Back | Mext = I Cancel

Step 5: Click Install.
Step 6: After installation is complete, click Finish.
Step 7: In the Plug-in Manager window, under Installed Plug-ins, make

sure the Update Manager extension is displayed as Enabled, and then click
Close.

& VMware vCenterUpdate Mana...  VMware, Inc. 4.1.0.6589 Enabled VMware vCenter Up date Manager

extension
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Update Manager includes many default baselines that can be used to scan
any virtual machine, virtual appliance or host in order to determine if they
have all patches applied or if they need to be upgraded to latest version.

Baselines are collections of one or more updates such as service packs,
patches, extensions, upgrades, or bug fixes. Baselines can be divided into
three categories:

Patch baselines can be used to define a list of patches that need to be
applied to ESX/ESXi host or guest operating system.

Upgrade baselines can be used to define the versions to which ESX/
ESXi hosts, VMware tools, or virtual appliances can be upgraded.

Extension baselines define third-party software that must be applied to
a given host.

In this procedure, you check whether ESX/ESXi hosts are compliant with all
critical and optional patches. Also, you apply patches for non-complying
hosts.
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Step 1: Launch vSphere Client, navigate to Home, and under Solutions and
Applications, click Update Manager.

File Edit WYiew Inventory Administration Plug-ins Help

@ |E} Home

Inventory

T B @ g e

Search Hosts and Clusters Ws and Datastores Metworking
Templates

Administration

8 3 3

!‘7 I"I: ig

Roles Sessions Licensing Syskern Logs wiZenker Server Licensing wiZenker Service
Settings Reparting Skatus
Manager
Management
............ = i @
“d & 39 S
Scheduled Tasks Events Maps Host Profiles Cuskomization
Specifications
Manager
< aluti and Appli

Update Manager

Step 2: Navigate to the Configuration tab, select Patch download sched-
ule, and then make sure the State check box is selected.

Step 3: If you want to modify how frequently the patch definitions are
downloaded, click Edit Patch Downloads.
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Step 4: Navigate to Configuration > Patch Download Settings, and check
whether the connectivity status is Connected. This step assumes that your
setup has connectivity to the Internet.

File [Edit | View Inventory Administration Plug-ins  Help

a8 ‘Q Home b i) Solutions and Applications b @ Updste Manager | (5] VCENTER-1.cisco local

Update Manager Administration for VCENTER-1.ciscoJocal

Getting Started | Baselines and Groups  |[ELT M. Events | Notifications | Patch Repository | Host UpgradeReleases

Settings Patch Download Settings

Metwork Conectivity
Patch Download Sources

Patch Download Settings

& Direct connection to Internet - download new patches at intervals specified in Patch Download #Add Patch Source...
Patch Download Scheduls Schedule or click the Download Now button below
Matification Check Schedule Enabled | PalchType | Component Patch Source Description Connectivity Status ||
irtusl Machine Settings F Viware EsX hitps Jiostup date.vmware.comisofwarel. Download ESX 4x patc.. Connected |
P Viware £5X htps /iwvew.vmware.com/Patchianagem.. Download ESX 3x patc.. Connected
ES Host/Cluster Settings F  custom ESX hitps/fhostupdate vmware.comisoftwarel. Download ESX 4x patc.. Connected
App Sattings ¥ Linux Viis htps /ixml.shavlik. comiunb Download Linux Vi pa.. Connected
¥ Windows  vMs Rttps ML haviik. comidam Download Windows V.. Connected
" Use a shared repository wihat's this?

[ Yaldate UL

Nate: you can alse [mport Patches manualy from 3 local 2ip file

Download How Al

Proxy Settings
™ Use proxy ™ Prosy requires authentication
Provey: | Username: |

Port: o Password: |

Test Connection | Apply. |

Step 5: Navigate to Home > Management, and then click Schedule Task.
This shows when you are scheduled to download patch definitions. In the
next step, you manually run this task.

[} vCenter-1.cisco.local - vSphere Client

File Edit Wew Inventory Administration Plug-ins Help

B8 |Eﬁ Home b 9 Management b [ Scheduled Tasks b (5] vCenter-1.ciscallocal

ﬁ New ?pj Properties 88 Remove

Narme | Description | Lastrun | Wextrun |
WMware vCenter Lpdate Manager Update Download A pre-defined scheduled task to download software patch definitions. S/9/20... SM0f2...
WMware vCenter Lipdste Manager Check Notification A pre-defined scheduled task bo check update notifications. SH0f2... 5/10/2...

Step 6: Right-click VMware vCenter Update Manager Update Download,
and then click Run. This downloads the patch definitions from the VMware
site.
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Step 7: In the Recent Tasks pane, notice that the patch definitions are Step 9: Under Patch Baselines, select Critical Host Patches and Non-
downloaded from the VMware site. Critical Host Patches, and then click Attach.

%] vCenter-1.ciscoocal - vSphere Client

File Edt View Inventory Adwinistration Plugins Help

[«l7] ‘Eﬁ Home b W) Mansgement D [ Scheduled Tasks b (5 wCenter-1.cisco.local ‘WSeav(h Tnvertory [a] "
e Reader Tip

3 Properties % Remove

Name | Description | Last run | Mext run |

[¥iware vCenter Updats Manager pdate Download A pre-defined schedulsd task bo dowrload software pakch definitions. 5/10/2... 5/10/2...
WMuware vCenter Update Manager Check Notification A pre-defined scheduled task to check update notfications. S/10/2... S/L0/2...

Notice that you can create your own Baseline and Baseline
groups. Refer to the VMware vCenter Update Manager
Installation and Administration Guide documentation for informa-
tion about how to create custom baseline groups.

Attach Baseline or Group =] &3

Recent Tasks Hame, Targst or Status contains: » Clear %X

Name | Target | Status | Detais | Initiated by | wCenter Server | Requested Start Ti... < | Stark Time | Completed Time |

& Dowrload patch definit.., [5) vCenter-l.cisco.,  20% @) Downloading patch definitio,.,  VPiwarevCen.,. () vCenter-l,csco., SAL0/2012 245:20PM 5/10/2012 3:45:20 PM Select the Bazeline or Bazeline Gmup that oL want o attach to test-c200m2-1 . cizco. local
& Run scheduled task [ vCenter-1.cisco.. @ Completed Administrator (5] vCenter-lcisco.. S/L0f2012 R45:20PM S[10/2012 3:45:20PM  S{10/2012 3:45:20 M ° B E
@ Check new notifications @ wlenter-1.cisco... &  Completed WMware wCen.. @ vCenter-1.cisco... 5/10f2012 3:36:01 PM 5/10/2012 3:36:02PM 5/10/2012 5:36:03 PM
Individual Baselines by Type Create Bazeline. .
Step 8: Navigate to Home > Inventory > Hosts and Clusters, select Y= Tooe |

the host on which you want to install the patches, navigate to the Update = Patch Baselines
Manager tab, and then click Attach. Fﬁ Critical Host Patches Host Patch
Fﬁ Mon-Critical Host Patches Hazt Patch |

= S Extension Baselines
‘@ Home b g Invertory b Bl Hosts and clusters ‘wSearchInventmy ]
g ex B Upgrade Baselines

= () vCenter-1 hco focal
= [ 8

[0 test-c200mz-1,cisco.local
[ testcziomz-1.ciscolocal

Edt View Inventory

‘Aftached Baseline Groups 77| [#tached Baseines Trye Host Complance

i Q
Bazeline Groups Create B azeline Group...

Hast Name Patches Upgpades Extensions Last Sean Time

Mame Type

ideHosts [3see | [Qimeite
Name, Target o Status contains: ~ Cear X

T Reauested Start Ti.. < | Start Trne T Completed e T f’
5/2{201211:27:14 AM  5[2{201211:27:15AM  5[2/2012 11:27:16 AM
SE/20IZ ILZTIARN  S[Zf2012 1LZTIAAM  Sf2l20i2 11:27i14 A
Sf2j201211:26:46 AM  5[2/2012 112646 AM 5/2/2012 11:26:52 AM =l

Detaie | inadby | vCerter

paeh defin..

FTasks @ Alams | Adninistator 7

Help Attach I Cancel

:
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Step 10: Right-click the host to which you attached the default patch
baselines, and then choose Scan for Updates.

Step 11: In the Confirm Scan window, select Patches and Extensions, and

then click Scan.
|J--_-T,J Confirm Scan

Scan the selected hosts for:

¥ Patches and Extensions

I parades

Help |

Scan I Cancel

When the scan is complete, the system lists the number of patches missing

on the ESX/ESXi host.

All Groups and Independent Baselines -» All > [] All Applicable Hosts

Host hame

| Patches Upgrades Extensions Last Sean Tine

[ test-c200m2-1 cisco local

@11 520012112943 AW |

Hide Hasts

[Jstage... | C4Remedite...

Step 12: For patches to be remediated onto the host you must power off
the virtual machines, or move them to a different host, using vMotion as
described in “Migrate VM to another ESXi host”. Patches are installed on a
host by putting the host in maintenance mode which will disrupt any active

VMs on the host.

Step 13: Right-click the host on which you want to remediate the patches,

and then click Remediate.
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Step 14: In the Remediation Selection window, select Critical Host Patches
and Non-Critical Host Patches, and then click Next.

] Remediate = (D]
Remediation Selection
Select the target objects of your remediation.
Remediation Selection Select the baselines or baseline groups to remediate,
Fatches and Extensions 5 5
Host Remediation Options Bazeline Groups and Types Baselines
Ready to Complets Neme | ’7‘ Naine: - ‘ Type ‘
Baseline Groups | [v Critical Host Patches Host Patches ‘
Individual Baselines by Type W MorCritical Host Patches Host Patches
¥ Patch Baselines
Host & ‘ Yersion ‘ Patches Extensions Upgrades ‘
E test-c200m2-1.cis...  “Mware ESKi4.1.0 11 {0 staged} ‘
Help | < Back Mext > | cancel I
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Step 15: In the Patches and Extensions screen, select all of the patches you
wish to apply, and then click Next.

|J-_T,J Remediate M =] E3

Patches and Extensions
Select the specific patches and extensions that vou want to apply,

r Selection Wour remediation includes a dynamic baseline. The exact list of applicable patches might change before remediation occurs, Even if
the list does change, any patch that you exclude now will not be applied.

Remed
Patches and Extensions
Host Remediation Options

Ready to Camplete Mare, Type, Severity or Impact contains: - I Clear

|7\ MNatne ‘ Type | Severity | Impact | Release Date Wendor | Wendor D | Patch Aval
¥ Updates V... Patch Critical 4/26{2011 1:00:.,. YMware, Inc. ESHi10-2... true
W UpdatesFir.. Patch Critical Reboot, M., 7f28/2011 1:00 WMware, Inc. ESHi410- true
¥ UpdatesEs.. Update Critical 10/27/2011 1:00,, ¥Mware, Inc, ESHi410-2,,, true
W Updatesv... Patch Critical 1/3002012 12:00,,  YMware, Inc, ESXid10-2.,. true
W Updates¥... Patch Critical 42602012 1:00:,,. YMware, Inc, ESRi410-2.,. true
W Updates Fir.. Patch Security Reboat, M., 4/28/2011 1:00:... YMware, Inc. ESHi410-2... true
W updatesw... Patch General 72812011 1:00:... VMware, Inc. ESHi410-2... true
¥ UpdatesEs.. Update Security Reboot, M., 10/27/2011 1:00., YMware, Inc, ESHi410-2,,. true
W Updates Fir.. Patch Security Reboot, M., 1f30j2012 12; YWMware, Inc, ESXid10-2.,. true
™ Updates Fir.. Patch Security Reboot, M... 4/26/2012 1:00; Whware, Inc. ESxis10-: true
W Mware ES..  Rallup General Reboat, M... 10/27/2011 1:00.. VMware, Inc. ESHi410-U... true

4 |

11 of 11 patches and extensions will be remediated

Help | < Back | Mext » I Cancel |

4
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Step 16: Enter a description for the task, select Immediately, and then click
Next.

|J-_T,J Remediate [_ (O] x]

Host Remediation Options
Select the time of the task. Specify the host remediation Fallure options.

Remediation Selection
Patches and Extensions Task Name: Itest-cZDDmZ-l .cisco.local

Host Remediation Options

Task Description:  |Apply Patches|
Ready ko Complete a I el |

—Remediation Time:
Remediate the selected hosts:
0 Immediately
C attime: | 5/ 220121135 AM =

[ Maintenance Mode Options:
The ES¥ and ES¥i hosts must be put in maintenance mode, and all virtual machines and appliances shut down andfor
migrated before remediation can praceed, IF the host cannot enter maintenance made, the task wil respond as specified
belows.

Failure response: IRetry ﬂ
Retry delay: 30 32 minutes ha
Nurnber of retties: 3 3:

™ Disable any removable media devices connected to the virtual machines on the hast,

Help | < Back | Mext » I Cancel

Vi
Step 17: Review your configurations, and then click Finish.
Remediate (=] E3
Ready to Complete
Review the remediation settings before you complete the wizard,
Remediation Selection Host: test-c200mz-1.cisco. local
Patches and Extensions Scheduling: Task Mame - test-c200m2-1.cisco, local
Haost Remediation Options. Remediate immediately
Ready to Complete Maintenance Mode Options:  Retry
Retry every 50 Minutes
3 Retbries
[=) Patch Baselines [2)
Non-Critical Host Patches
Critical Host Patches
= Patches [11]
WMware ESKi <, 1 Complete Update 2
Updates Firmware
Updates Firmware
Updates ES¥i 4.1 Firmware
Updates YMware Tools
Updates Firmweare
Updates YMware tools
Updates ¥Mware Taols
Updates ES¥i 4.1 YMware Tools
Updates Firmware
Updates WMware Tools
Help < Back. | Finish I cancel
4
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VUM downloads patches from the VMware website and remediates the host. storage system. If you do not wish to change the format at the destination,
Your host will likely be rebooted after remediation is finished. Check the choose the option “Same format as source.” For more information on thin
Recent Tasks pane for the progress. provisioned format and thick format, visit the VMware website.

Before using VMware Storage vMotion, make sure you have suf-

Migrating Virtual Machine Storage and Virtual Machines ficient storage bandwidth between the ESXi host where the VM is
, _ _ running and both the source and destination storage arrays. This

1. Migrate virtual machine storage is necessary because the VM continues to read from and write to

2. Migrate VM to another ESXi host the source storage array; while at the same time, the virtual disk to

be moved is being read from the source storage array and written
to the destination storage array. If there is insufficient storage
pbandwidth, Storage vMotion can fail. If bandwidth is barely suf-
ficient, Storage vMotion might succeed, but its performance will
be poor.

If you have an Enterprise or Enterprise Plus license for your VMware environ-
ment you can use vMotion to migrate virtual machines and virtual machine
storage from one location to another. This process shows how VMware can
migrate virtual machine storage from one location to another and how virtual
machines can be migrated from one server to another. VMware vMotion
requires an Enterprise or Enterprise Plus license. If you have a Standard
license, skip this process.

Migrate virtual machine storage

You can move storage from local ESXi server datastores to Fibre Channel
or iISCSI datastores. If you installed your new VM as described earlier in
this guide, itis located on a local datastore on the ESXi host. To maximize
flexibility and enable the ability to use vMotion to move the VM, the storage
needs to be located on the SAN storage array.

Many guest virtual disks are allocated more storage than they truly need.
Moving these disks from one datastore to another using storage vMotion
provides an opportunity for a storage administrator to choose the virtual
disk format from thick to thin, thereby reclaiming any unused storage space.
Alternatively, the storage administrator can go from thin format to thick
(eagerzeroedthick) using storage vMotion. In the thick format, the size of the
VMDK file in the datastore is same as the size of the virtual disk which you
have chosen when you created the Virtual Machine. The full storage space
allocated for the virtual machine is consumed immediately in your
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Step 1: In vSphere Client, in the tree, right-click the virtual machine, and
then click Migrate.

Power +
Guesk 4
Snapshok »

@ Open Console

[ Edi Settings. ..

|Eﬂ.ﬂ Migrake...
5@ Clone. ..

Template 2
Faulk Tolerance »
Add Permission, .. Chrl+P

Alarm 2

Report Performance. ..
Renarme

Qpen in Mew Wwindow, ., CerlaltHr

Femove from Inventory:

Delete from Disk
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Step 2: Select Change Datastore.

|J-_-T,J Migrate ¥irtual Machine

Select Migration Type
Change the virtual machine's host, datastore or both,

Select Migration Type
Select Datastore

Disk Format Move the virtual machine to another host,
Ready to Complete

" change host

' Change datastore

Move the virbual machine's storage to another datastare,

| thange both host and datastore

Move the virtual machine to another host and move its storage to another datastore,
/% The virtual machine must be powered off to change the ¥M's host and dataskore,

Help | < Back. | Mext = I Cancel

4
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Step 3: Select the destination datastore, and then in the left pane, click Disk

Format.

igrate ¥irtual Machine

Select Datastore

Select the destination datastore For this virtual machine migration,

Select Migration Type
Select Datastore
Disk. Format

The following datastores are accessible by the destination you've selected. Select the destination datastore

For the wirtual machine configuration files and all of the wirtual disks.

Marme | Capaciky | Provisioned | Free | Type | Thin Provisioning | Access
Ready to Complete [datastorel (31] 1.08TE  44.55GB 1.04TE WMFS Supported Single ho
[METAPP_STO... 145.75GE  561.00 MB 145.20 GB YMF3 Supported Multiple F
4| | i
Advanced == |
Compatibility:
Yalidation succeeded
Help | < Back. | Mext = I Cancel

4
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Step 4: Select a disk format, and then click Next.

There are three choices:

Same as source (this is the default setting)

Thin provisioned format

Thick format

|J-_T,J Migrate ¥Yirtual Machine

Disk Format

In which Format do ywou want to store the virtual disks?

S [=] 3

Select Migration Tvpe
Select Datastore
Disk Format

Ready to Complete

Select a format in which to store the virbual maching's virtual disks

& Same format as source

Use the same Format as the original disks,

" Thin provisioned Format

Allocate Full size now and commit on demand. This is only supported on YMFS-3 and newer

datastores, Other bypes of datastores may create thick disks,
© Thick Format

Allocate and commit the Full size now.

Compatibility:

Yalidation succeeded

Help |

< Back | Mexk = I

Cancel |

4
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Step 5: Click Finish. The status of the migration is displayed in the Recent
Tasks pane at the bottom of the vSphere Client window.

%] Migrate Yirtual Machine M [=] E3

Ready to Complete
Click. Finish to start migration

Select Migration Tvpe
Select Datastore

Disk, Format

Ready to Complete

Review this summary before finishing the wizard,

Host: Current Location
Datastore: METAPP_STORAGE
wMotion Priority:  Default Priority

Disk Storage: Same Format as source

Help | < Back. | Finish I Cancel

A

Migrate VM to another ESXi host

Migration with vMotion allows you to move a powered-on virtual machine to
a new host, without any interruption in the availability of the virtual machine.

In order to successfully use vMotion, you must first configure your hosts
correctly:

Each host must be correctly licensed for vMotion.

Each host virtual machine’s datastore must reside on shared storage,
either iISCSI, network file server (NFS), or Fibre Channel.

Host networking for the ESXi host must have a VMkernel interface
configured with an IP address, have vMotion selected, and be located on
the same IP subnet as the destination host.
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Migration with vMotion cannot be used to move virtual machines from one
data center to another or move virtual machines across Layer 3 boundaries.

VMotion can use up the bandwidth of an entire interface. Use
caution when configuring it on a port that includes other services
such as management, iSCSI, or virtual machine traffic. VMkernel
configuration is identical to ISCSI, with the exception of the check
box for vMotion.

Step 1: Launch the vSphere Client and login to the vCenter Server.

Step 2: In the inventory tree, select the ESXi host on which you plan to
enable vMotion.

Step 3: Select the Configuration tab, and then in the Hardware menu list,
choose Networking.

Step 4: Click Add Networking.

Step 5: Select Connection Type VMkernel.

Step 6: If you are creating a new vSwitch, select the network adapters to be
assigned to the new vSwitch, and then click Next. If the vSwitch has already

been created, select the appropriate vSwitch that will carry vMotion traffic,
and then click Next.
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Step 7: Enter a value for the Network Label, and in VLAN ID (161) for the
VMkernel port that will be used to service vMotion traffic, ensure that “Use
this port group for vMotion” check box is checked, and then click Next.

— Part Group Propetties

Mekwork Label: I\-'Mcutiun

YLAN ID {Ciptional): [1e1 d|

¥ Use this port group For wMotion

[ ilise this port group for Fault Tolerance logging:

[~ Use this port group for management: traffic

Step 8: Specify an IP address and subnet mask for this VMkernel interface
and click Next.

Step 9: Review the configuration on the Summary page and then click
Finish.

Step 10: Repeat Step 1 through Step 9 for all of the ESXi hosts you plan to
enable vMotion on.

Step 11: InvSphere Client, in the tree, right-click the virtual machine you
want to migrate, and then click Migrate.
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Step 12: Select Change host. You are prompted for a destination.

|J-_-T,J Migrate ¥irtual Machine

Select Migration Type
Change the virtual machine's host, datastore or both,

Select Migration Type

Select Destination " Change host
Select Resource Pool Move the virtual machine to another host.
wMotion Priority
Ready to Complete "~ Change datastore

Move the virtual machine's storage to another datastore,

" thange both host and datastore

Mowve the virtual machine to another host and move its storage to another datastore,
/¥, The virtual machine must be powered off ko change the ¥M's host and datastore.

Help | = Back | Mexk = I Cancel |

4
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Step 13: Choose the correct destination host, and then click Next.

(=] Migrate ¥irtual Machine

Select Destination

Select the destination host or cluster For this virtual machine migration,

Seleck Migration Type
Select Destination
wMotion Priority
Ready to Complete

= l SBiA

@ test-czoomz-1.csco.local
B test-cziom2-1.cisco.local
[ [test-c2i0mz-2. csco.local
@ test-chasi-s3.cisco.local
@ test-chasi-s4.cisco.local

Compatibility:

Yalidation succeeded

Help |

< Back | Mext = I Cancel

4
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Step 14: Choose the reservation priority for the ESXi host CPU, and then
click Next.

(%] Migrate Yirtual Machine N ] B

vMotion Priority
Set the priority of the wMotion migrations, relative to the other operations on the destination host,

Select Migration Tvpe
Select Destination ' High priority (Recommended)
vMotion Priority

Ready to lek
eady o Lomplete " Standard priority

High priarity v¥Motions are Favored over standard priority ¥Mations and are expected to perform
better.

& If using an ESX 4.0 hosk ar ESxi 4.0 host, click Help for additional information,

Help | < Back. | Mext = I Cancel |

A

Step 15: Click Finish. Live migration of virtual machines from one ESXi host
to another occurs without any service interruption.

When migration is complete, the virtual machine is displayed under the new
ESXi host you selected. You can monitor the status of the migration in the
Recent Tasks pane while the vMotion is in progress.
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Cisco Nexus 1000V Series Switch
Installation and Deployment

The Cisco Nexus 1000V Series Switch is a virtual distributed switch that
runs in software on the virtualized host. The value of using Cisco Nexus
1000V is that it extends the same Cisco NX-OS operating system to the
hypervisor that you are familiar with in the Nexus 5500 Series switches that
make up the Cisco SBA Data Center core. Using Cisco Nexus 1000V in your
VMware ESXi environment provides ease of operation with a consistent CLI
and feature set for the VMware distributed switch environment.

The Cisco Nexus 1000V Virtual Supervisor Module (VSM) is the central
control for distributed Virtual Ethernet Modules (VEMS). In a typical modular
Ethernet switch, the supervisor module controls all of the control plane pro-
tocols, enables central configuration of line cards and ports, and provides
statistics on packet counts, among other supervisory tasks. In the Nexus
1000V distributed switch, the VSM controls the distributed virtual switches,
or VEMs, on the VMware servers.

You can install the Cisco Nexus 1000V VSM on a VMware ESXi host as a
virtual machine, and you can install a secondary VSM on a second ESXi
host for resiliency. For the ultimate in resiliency and scalability in controlling
a Nexus 1000V environment, you can deploy the Cisco Nexus 1010 Virtual
Services Appliance.

z Reader Tip

This deployment guide is based on the best practices for Cisco
Nexus 1000V Series Switches:
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/
ps9902/white_paper_c11-558242 . html

The following process installs the Cisco Nexus 1000V Series Switch on
virtual machines.

August 2012 Series

Deploying Cisco Nexus 1000V VSM as a VM on an ESXi Host

1. Install the first VSM
2. Configure the primary VSM
3. Install and setup the secondary VSM

This process walks you through deploying a primary and secondary Cisco
Nexus 1000V VSM installed on VMware virtual machines for resiliency. You
will install VSM using an Open Virtualization Format (OVF) template provided
in the download for the Cisco Nexus 1000V code.

Each Cisco Nexus 1000V VSM in an active-standby pair is required to run
on a separate VMware ESX/ESXi host. This requirement helps ensure high
availability even if one of the VMware ESX/ESXi servers fails. It is recom-
mended that you disable Distributed Resource Scheduling (DRS) for both
active and standby VSMs, which prevents the VSMs from ending up on the
same server. If you do not disable DRS, you must use the VMware anti-
affinity rules to ensure that the two virtual machines are never on the same
host. If the VSMs end up on the same host due to VMware High Availability,
VMware DRS posts a five-star recommendation to move one of the VSMs.

The Virtual Ethernet Module (VEM) provides Cisco Nexus 1000V Series with
network connectivity and forwarding capabilities. Each instance of Cisco
Nexus 1000V Series is composed of two VSMs and one or more VEMs.

The VSM and VEM can communicate over a Layer 2 network or Layer

3 network. Layer 3 mode is the recommended option, as it is easier to
troubleshoot Layer 3 communication problems between VSM and VEM.
This deployment guide uses the Layer 3 mode of operation for VSM-to-VEM
communication.
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Install the first VSM

The Cisco Nexus 1000V VSM is a virtual machine that, during installation,
creates three virtual network interface cards (vNICs):

- The control interface handles low-level control packets, such as heart-
beats, as well as any configuration data that needs to be exchanged
between the VSM and VEM. VSM active/standby synchronization is
done via this interface.

- The management interface is used to maintain the connection between
the VSM and the VMware vCenter Server. This interface allows access to
VSM via HTTP and Secure Shell (SSH) Protocol.

- The packet interface is used to carry packets that need to be processed
by the VSM. This interface is mainly used for two types of traffic: Cisco
Discovery Protocol and Internet Group Management Protocol (IGMP)
control packets. The VSM presents a unified Cisco Discovery Protocol
view to the network administrator through the Cisco NX-OS CLI. When
a VEM receives a Cisco Discovery Protocol packet, the VEM retransmits
that packet to the VSM so that the VSM can parse the packet and
populate the Cisco Discovery Protocol entries in the CLI. The packet
interface is also used to coordinate IGMP across multiple servers. For
example, when a server receives an IGMP join request, that request is
sent to the VSM, which coordinates the request across all the modules
in the switch. The packet interface is always the third interface on the
VSM and is usually labeled “Network Adapter 3" in the virtual machine
network properties. The packet interface is used in Layer 2 mode to
carry network packets that need to be coordinated across the entire
Cisco Nexus 1000V Series switch. In Layer 3 mode this vNIC is not used,
and the control and packets frames are encapsulated in User Datagram
Packets (UDP).

With Cisco Nexus 1000V running in Layer 3 mode, the control and packet
frames between the VSM and the VEMSs are encapsulated in UDP. This
process requires configuration of the VMware VMkernel interface on each
VMware ESX host. Ideally, this is the management interface that the ESXi
host uses to communicate with the vCenter Server. This alleviates the need
to consume another VMkernel interface and another IP address for Layer

3 communication between VSM and VEM. Cisco Nexus 1000V running in
Layer 3 mode also eliminates the need for a separate Packet VLAN. The
control interface on the VSMs is used for high availability communication
between VSMs over IP, however it does not require a switched virtual
interface on the data center core for routing beyond the data center. You
must ensure that the control and management VLANs are configured on the
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upstream data center core switches. You can use the same VLAN for control
and management; however, using separate VLANs provides flexibility.

Table 2 - VLANSs used for Cisco Nexus 1000V VSM installation

VLAN IP Address Range Description
160 10.4.60.0/24 Nexus 1000V Control
163 10.4.63.0/24 Data Center Management Traffic

Table 3 - Additional VLANs defined in the SBA data center design

VLANSs Description

148-155 Virtual Machine Network Data
161 vMotion

162 iISCSI

Step 1: Download the zipped Cisco Nexus 1000V software image, save it
on the local drive of the machine from where you are launching vSphere
Client, and then extract the contents of the software image onto your local
drive. The extraction will contain VSM files with a .ova extension and an OVF
folder with the .ovf extension file. This procedure will use the file with the
.ova extension.

You can install the software from the OVA or OVF image. Here you
use the OVA installation file, because it allows you to apply initial
configurations to the VSM, including the VSM domain ID, admin
user password, management IP address, subnet mask and IP
gateway.

Step 2: Log in to your vCenter Server via the VMware vSphere Client, with
the domain administrator username and password.

Step 3: Navigate to Home > Inventory > Hosts and Clusters, and then
choose the host on which you plan to install the VSM VM.
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Step 4: Navigate to Configuration > Networking > Virtual Switch, and then Step 5: In the vSphere Client, from the File menu, choose Deploy OVF
ensure that the control and management port groups are configured with Template.
correct VLANSs, as shown in .

[~ vCenter-1.cisco.local - ¥Sphere Client

' Filz | Edit Wiew Inventory Administration Plug-ins  Hel
Virtual Switch: vSwitchn Remove... Froperties... i g e
WMkemel Port Phiysical Adapters Newe § enkory [ Hosts and Cluskers
L] Management Network e E@ vmnic3 stand by | Deploy OVE Template. ..
vmkDl : 10.4.63.81 vmnic2 1000 Full
) & ~ | Expork r
Report r test-c210m2-1.ciscoocal Vi
; itehe i Remaowe,.. Properties.., i I I
Virtual Switch: vSwitch1 F Browse Wa Marketplace. .. | | Getting Started | Summary | |
Wirbual Machine Port Group ey - Phiysical Adapters
C3 Nikv_Control_Packet @ « BB vmnicl 10000 Full £3 Print: Maps e Hardware
e : )
VLAN ID: 160 E@ vmnicd 10000 Full £ Exit Processars
Wirbual Machine Port Group Memary
L3 Wikv_Management g-u-
VLAN ID: 163 Starage
: v Networking
Wirbual Machine Port Group
O Servers 1 g_"_ Storage Adapters
VLAN ID: 148 Metwork Adapters
— Advanced Setkings
Power Managernent
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Step 6: Choose Deploy from file option, browse to the location where you
have downloaded the OVA file, and then click Next.

%] Deploy O¥F Template M[=] E3
Source
Select the source location,
Source
OYF Template Details
Mame and Location
Datastore
Disk. Format
Ready to Camplete Deploy from a file or URL
.2.1.SVI.5.1a'l,\n'SM'l,InstaIIl,nexus-IDDDV.4.2.1.S\n'1.5.la.0véj Browse... |
Enter a URL ko download and install the OYF package From the Internet, or
specify a location accessible from your computer, such as a local hard drive, a
network share, or a COJDVD drive.
Help | = Back | Mext = I Cancel
A
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Step 7: You are presented with product information, size of the file, and
the size of VM disk. Verify that you have selected the correct version and
product, and then click Next.

(%! Deploy O¥F Template I[=]F3
O¥F Template Details
Werify OVF template details,
Source
O¥F Template Details
End User License Agreement Product: Mexus1000¥-4.2.1.5Y1.5.1a
Marme and Locaton Yersion: 4,2(1)5%1(5.13)
Deployment Configuration
Datastore Yendar: Cisco Syskems Inc
Disk. Format
Metwork Mapping Publisher: Mo certificate present
Properties
Ready to Complete Download size: 1129 MB
Size on disk: Unknown {thin provisioned)
3.0 GB (thick provisioned)
Description: Cisco Mexus 1000Y Virbual Supervisor Module
Help | < Back. | Mext = I Cancel |
4

Step 8: Accept the Cisco Nexus 1000V License Agreement, and then click

Next.
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Step 9: Specify the name of your VSM, choose the location, and then click Step 10: In the Configuration list, choose Nexus 1000V Installer, and then

Next. click Next.
2l Deploy OVF Template =] B3 (%! Deploy OYF Template H[=] E3
MName and Location Deployment Configuration
Specify a name and location for the deployed template Select a deployment configuration,
Source Marme: Source
OYF Template Details OYF Template Details
OWF Template Details DC-HARY-YSH-1] OWF Tem Ifate Details ; o
End User License Agreement End User License Agreement Canfiguration:
Name and Location The name can conkain up ko 80 characters and it must be unique within the inventory Folder, Mame and Location
Deployment Configuration Deployment Configuratior
Dfatastore Inventory Location: Dfatastore Use this deployment option ko configure the Mexus 1000Y ¥SM using the installer application. IF this
Disk. Farmat —l =52 Disk. Farmat option is selected, please enter the properties as prompted in the Properties section ahead.
Metwork Mapping & Metwork Mapping
Properties Properties
Ready to Complete Ready to Complete

Help | < Back | Mext = I Cancel Help | < Back | Mext = I Cancel

4 4
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Step 11: Choose the datastore you want the VSM to use, and then click

Next.

Deploy O¥F Template

Datastore

‘Where do you want to store the virtual machine files?

I [=] B3

Source

OWF Templabe Details

End User License Agreement
Mame and Location
Deployvment Confiquration
Datastore

Disk. Format

Metwork Mapping

Properties

Ready to Complete

Select a datastore in which to store the WM files:

Mame

Capacity | Provisioned |

Free | Type | Thin Provisioning | Access

[C210M2-1-LO...

552.20 GB VMF5 Supported

single

[C210M2-1-FC...
[SHARED-STC...

1936 GB VMFS Supported
15845 GE VMFS Supported

Single
Multip

|

Help |

< Back | Mexk = I

Cancel |

4

Deploy O¥F Template

Disk Format

In which Format do ywou want to store the virtual disks?

Step 12: Select Thick provisioned format, and then click Next. This allo-
cates all storage needed to store the virtual machine virtual disks. The size
of the VSM will be approximately 3 GB.

I [=] B3

Source

OWF Templabe Details

End User License Agreement
Mame and Location
Deployvment Confiquration
Datastore

Disk Format

Metwork Mapping

Properties

Ready to Complete

Information about the selected datastore:

Marne: CZ210M2-1-LOCAL
Capacity: 552.5 GB
Free space:  552.2 GB

" Thin provisioned Format

Select a format in which to store the virtual machines virtual disks:

The storage is allocated on demand as data is written to the virtual disks, This is

supported only on YMFS3 and newer datastores, Other bypes of datastores might

create thick disks,

Estimated disk usage: Unknown

& Thick provisioned Format

All starage is allocated immediately,

Estimated disk usage: 3.0 GB
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Help |

< Back | Mext = I

Cancel
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Step 13: In the Layer 3 control mode, the packet NIC does not get used on

the VM. The VM still expects the packet nic to be present. On the Network
Mapping screen, in the Destination Network list, map the Control port-
group for the Control Source network and the Packet Source network, and
the Management port-group for the Management Source network. Click

Next.

(%! Deploy OYF Template

MNetwork Mapping

‘Wwhat networks should the deployed template use?

M [=] E3

Source

OWF Template Details

End User License Agreement
Mame and Location
Deplovment Confiquration
Datastore

Disk, Format

Network Mapping
Properties

Ready to Complete

IMap the netwarks used in this OVF template to networks in your inventory

Source Nebworks

| Destination Metworks

Control Nikv_Control_Padkst
Management | Nikv_Management |
Packet Nikv_Control_Padkst

Description:

This network provides connectivity {sshytelnetfscp) to the Cisco Mexus 1000Y Yirtual Supervisor ;I

Module. Please associate it with the portgroup that corresponds ko the subnet, the “interface

mgmk0" is configured within the WS,

‘Warning: Multiple source networks are mapped ko the host network: Miky_Control_Packet
Help | < Back. | Mext = I Cancel
4
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Step 14: Specify the following properties for your primary VSM, and then

click Next.

VSM Domain ID

Nexus 1000V Admin User Password
Management IP Address

Management IP Subnet mask

Management IP Gateway

%! Deploy O¥F Template I[=]F3
Properties
Customize the software solution For this deployment.
Source
OWF Template Details T ;I
End User License Agreement
w ) c. Management IP Address
Deployment Confiquration
Datastore ManagementIp¥4
Diisk Format Enter the ¥SM IP in the following Form: 192,168.0.10
Mebwork Mapping 0. 4 .83 130
Properties
Ready to Complete
d. Management IP Subnet Mask
ManagementIp¥45ubnet
Enter the Subnet Mask in the Following Form: 255,255,255.0
285 , 255 ,285 . O
e. Management IP Gateway
GatewayIp¥4
Enter the gateway IP in the following Form: 192,168.0,1
0w, 4 .63, 1
-
Help | < Back | Mext = I Cancel
A
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Step 15: Verify that your configuration settings are correct, and then click
Finish. VMware starts to deploy your VSM.

Deploy O¥F Template

Ready to Complete
Are these the options you want to use?

S [=] B3

Source
OWF Template Details
End User License Agreement

‘When you click Finish, the deployment task will be started.
Deployment settings:

Mame and Location OWYF File: CiiDownloadsiMNexus1000yv,4,2,1,5v1.5, 1alMNexus 1000y, 4,2,1.5¢ 1,5, 1alySk
Deplovment Confiquration D.ownloat?l sleei 12,9 M8
Size on disk: Unknown
Relsscin Name: DC-H1KY-YSM-1
Lisk Format Folder: SEi
Metwork Mapping Deployment Configuration: Mexus 1000% Installer
Properties HostiCluster: test-c210mz-1.cisco.local
Ready to Complete Datastore: C210M2-1-LOCAL
Disk Format: Thick Provisioning
Metwork Mapping: "Control" ko "M1ky_Control_Packet"
Metwark Mapping: "Management” to "M1iky_Management”
Metwork Mapping: "Packet" to "Miky_Control_Packet"
1P Allocation: Fixed, IPv4
Property: Domainld = 20
Property: Password = Clscol23
Property: ManagementIphd = 10.4.63,130
Property: ManagementIpy4subnet = 255,255,255.0
Property: GatewayIpvd = 10.4.63.1
4] | i

Help | < Back. | Finish I Cancel

4
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Step 16: On the “Deployment Completed Successfully” message that
appears, click Close.

Deployment Completed Successfully

Deploying DC-M1EM-ASk-1

Completed Succezsfully

Cloze

You can find the VSM in the inventory window under the machine it was
installed on. Notice that the VSM is in a powered-off state.

coJacal - vSphere Client

View Invertory Administration Plugins Help
G 8 ‘E} Home b g Inventory b [l Hosts and Clusters |ﬁ Bl Search Inventory
wu > eleo@Blee e
=) [ vCenter-1.cisco.local DC-N1KV-VSM-1
= [i seA
[ test-c200m2-1.cisco local Getting Started [JETRLER g Resource Allocation | Performance | Tasks & Events | Alarms | Console | Permissions | Maps | Storage Views
B [F test-c210m2-1.ciscolocal
) [DC-NIKV-VSH L General Resources
a las:rjm;nz;z.cwsmhlocla\ Product: Hexus1000v-4.2.1.5%1,5.12 Cansumed Hast CPU: 0 MHz
[ test-chasi-sd.cisco.local “ersion: 4.2(1)5v1(5.13) Consumed Hast Memary: 0.00 MB
Wendor: Cisco Systems Inc Active Guest Memory: 0.00 MB
Guest 05: Other Linux (64-bit) Refresh Storage Usage
WM version: 7 Provisionied Storage: 5.00 GB
CcRU: 1vcRU Mat-shared Storage: 3.00 GB
Wemory: 2048 VB Used Storage: 3.00 GB
Memory Overhead: 150,89 MB Datastore | Status | Capacity |
WMware Tools: Notinstalled B C210M2-110CA. @& Normal 552.75G8 549
1P Addresses: a D
DS Mame: .
EVC Mode: N/A HNetwork | Type | ste
State: Powered OFf 8 Nikv_Control_Pa.. Standard switch network @
Host: Fest-c2LOm2-1.ciscodocal §  Nikv_Management Standard switch network [
Active Tasks: gl | |

Step 17: Right click the VSM VM, point to Power, and then click Power On.
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Step 18: Right-click the VSM, choose Open Console, and then wait for the
VSM to finish the boot process and display the login prompt.

[/ DC-N1KY-¥SM-1 on test-c210m2-1.cisco.local

File Wigw WM
Ny 88 @ R

Loader Loading stagel.5.

Loader loading, please wait...

[Successfully extracted OUF Environment.

OUF : Executing Pre configure setup script:

[Setup: system not completely online yet.

aiting for the system to come online before saving the config.
se ctrl-c at anytime to exit.

[#udadatdapaanania i pa a4l 1600%

OUF : Executed Pre configure setup script.

exus 1888y Switch
lswitch login: _

In this procedure, you perform the following:
Install the Nexus 1000V extension in the vCenter
Set the transport mode of VSM from Layer 2 to Layer 3
Connect the VSM to vCenter Server
Verify the connectivity from the VSM to the vCenter
Configure the VSM as Primary VSM

Step 1: Launch a web browser, and then browse to the IP address of the
VSM (http://10.4.63.130).

£ Cisca Nexus 1000¥ - Windows Internet Explorer 1M [=] 3

3 = [Erusimasats P& B[4 @ cieoexus 1000w x

Cisco Nexus 1000V

Following files are available for download :

« Cisco Nexus 1000V Extension
o cisco_nexus_1000v_extension.xml
« VEM Software
Description File
ESX/ESXi 4.1.0 or later |cisco-vem-v142-4.2.1.1.5.1a.0-2.0.1.zip
ESXi5.0 orlater  [cisco-vem-v142-4.2.1.1.5.1a.0-3.0.1.zip
ESXi5.0 orlater  |cross_cisco-vem-v142-4.2.1.1.5.1a.0-3.0.1.vib
ESX/ESXi 4.1.0 or later [cross_cisco-vem-v142-4.2.1.1.5.1a.0-2.0.1.vib

Please visit for more information

Step 2: Under the Cisco Nexus 1000V Extension, right click on the cisco_
nexus_1000v_extension.xml file, select the Save target as option, and then
save the xml file to the local directory of the machine from where you launch
vSphere Client.

Step 3: In the vSphere Client, from the Plug-ins menu, choose Manage
Plug-ins. The Plug-in Manager screen pops up.



Step 4: On the Plug-in Manager screen, under the Available Plug-ins sec-
tion, right click, and then select New Plug-in.

18 [=] E3

] Plug-in Manager

Plug-in Name | vendor | wersion | Status | Description | Progress | Errors |

Installed Plug-ins

& wvCenter Storage Monitoring VMware Inc. 4.1 Enabled Storage Monitoring and
Reporting

& VMwarevCenterUpdate Manz... VMuware, Inc. 4.1.0.. Enabled VMware vCenter Update Manager
extension

& vCenter Hardware Status VMware, Inc. 4.1 Enabled Displays the hardware status of
hosts (CIM monitoring)

& wCenter Service Status VMware, Inc. 4.1 Enabled Displays the health status of
vCenterservices

&  Licensing Reporting Manager VMuwiare, Inc. 4.1 Enabled Displays license history usage

Available Plug-ins

Mew PlugHin. ..

Help

Close

Step 5: In the Register Plug-in screen, browse to the location where you
have stored the Cisco Nexus 1000V extension xml file that was downloaded
in Step 2, and then click Register Plug-in.

|J-_-T,J Register Plug-in

Current wCenter Server:  |wCenter-1,cisco.local j

Pravide an input plug-in xml file which needs to be registered with vCenter Server,

Browse. ..

File name: IC H\Usersiadministrator, CISCOYDeskioplcisco_nexus_1000v_exkension.xml

View Zml: (read-only)

D

- <extensionDatax
- <obj xmins="urn:vim25" versionld="uber" xsi: type="Extension"
xmins:xsi="http:/ fwww.w3.0rg/ 2001/ XMLSchema-instance">
- «description=
<label /=
<summary /=
<fdescription=
<key>Cisco_Nexus_1000V_700309839</key>
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<version=1.0.0</version=

<subjectName=/C=US/ST=CA/O=Cisco/0OU=NexusCertificate/CN=Cisco_Nexus_1000V_
- <servers
<url /=
- <description=
<label />
<summary /=
</description=
<company =Cisco Systems Inc.</company
<type=DVS</type:=
<adminEmail /=
zfserver=
- <client=
<url /=
- «description=

=
4] »
Help |

Reqister Plug-in | Cancel |
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Step 6: In the Security warning screen, click Ignore.

Security Warning

Certificate \Warnings

An untrusked certificate is provided as part of plug-in registration xml. Post-registration, this
certificate will be used by wCenter Server to authenticake the plug-in. Depending on waur security
palicy, this issue might nok represent a security concern.

Click Ignore to continue using the certificate,

Ve Certificate Ignore Cancel

A message confirms that the plug-in has registered successfully with the
vCenter Server. The VSM maintains a link to the vCenter Server to maintain
the definition of Cisco Nexus 1000V Series within VMware vCenter Server
and also to propagate port profiles.

Register Plug-in

The plug-in "Cisco_Mexus_1000%Y_700309539" is successFully registered on
wiZenker Server 104,432,211,
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Step 7: Do not attempt to download and install the plug-in, as this capability
is currently not available for the Cisco Nexus 1000V plug-in. In the Plug-in
Manager screen, click Close.

] Plug-in Manager = E
Plug-in Mame | wendor | Version | Status | Description | Progress | Errors |
Installed Plug-ins
&  vCenter Storage Monitoring VMware Inc. 41 Enabled Storage Monitaring and
Reporting

& VMwarevCenterUpdate Mana... VMware, Inc. 4.1.0.... Enabled VMwarevCenter Update Manager
extension

& vCenterHardware Status VMware, Inc. 41 Enabled Displays the hardware status of
hasts (CIM monitaring)

é} vCenter Service Status VMware, Inc. 4.1 Enabled Displays the health status of
vCenter servies

& Licensing Reporting Manager VMware, Inc. 41 Enabled Displays license history usage

Available Plug-ins
& Cisco_Nexus_1000V_7003098. ~CiscoSystems,l. 1.0.0  DownloadandL. Cisco_Nexus_1000v_700303832

Help Closs y
4

Step 8: In the vSphere Client window, right-click the VSM VM, choose Open
Console, and then log in to the VSM using the default username (admin) and
the password you provided during the VSM installation.

Step 9: Configure the device hostname.

hostname [hostname]

Deployment Details



Step 10: In this step, you set the transport mode of the VSM from Layer 2 to
Layer 3 for the VSM domain control and packet traffic.
When setting up the Layer 3 control mode you have two options:

Layer 3 packet transport through the VSM mgmt0 interface

Layer 3 packet transport through the VSM controlQ interface

Setup the Layer 3 packet transport to use the VSM mgmt0 interface.
svs-domain
no control vlan
no packet vlan
svs mode L3 interface mgmt0

If you want to isolate your control and management packet trans-
port to the VSM VM, you can use a dedicated control interface.

Step 11: Configure a connection, and then connect the VSM to vCenter
Server.
svs connection [name]
protocol vmware-vim
remote ip address [vCenter Server IP address] port 80
vmware dvs datacenter-name [Datacenter name in vCenter

Server]
connect

August 2012 Series

Step 12: Verify that communication with vCenter Server is working.

DC-N1kv-VSM# show svs connections

connection vcenter:
ip address: 10.4.48.211
remote port: 80
protocol: vmware-vim https
certificate: default
datacenter name: SBA
admin:
max-ports: 8192
DVS uuid: £8 cc 2b 50 64 £3 84 e3-57 57 ed 05 24 66 d3 20
config status: Enabled
operational status: Connected
sync status: Complete

Step 13: After the installation of VSM, it is left in a standalone mode. The
best practice for deployment of VSM is in an HA pair. Convert the VSM
standalone role to primary role.

DC-N1kv-VSM# system redundancy role primary

Step 14: Save the running configuration to the startup configuration.

copy running-config startup-config

Deployment Details



Step 15: In your vSphere Client, navigate to Home > Inventory >
Networking, and then verify that your Cisco Nexus 1000V switch is created.

[* vCenter-1.cisco.local - vSphere Client

File Edit View Inventory Administration Plug-ins Help

@ a |E} Home b gF] Inventory b Q Metworking
[
[l (5 vCenter-1.cisco.local
= [ sBa
5 @ oo
[ &= DC-N1kv-VSM
2 Unused_Or_Quarantine_Uplink
£, Unused_Or_Quarantine_Veth
) TEsT1 A folder is & container used to group ohjects and organize
[ TesT2 them into hierarchies. Folders provide a natural structure
8 Nlkv_Control_Packet upon which to apply permissions.
1§ Nikv_Management
® Servers_1 The folder structure yau see in the inventory varies
& VM Network depending on the inventory wiew.

b Metworks | Permissions

What is a folder?

Basic Tasks

=% Add a vNetwork Distributed Switch

Install and setup the secondary VSM

Step 1: Select the host on which you plan to run the secondary VSM VM.

Do not install the secondary VSM on the same host with the
primary VSM. By installing the VSMs on separate hosts, you help
ensure high availability, even if one of the VMware ESXi hosts fails.

Step 2: Navigate to Configuration > Networking > Virtual Switch, and then
ensure that the control and management port groups are configured with
correct VLANS, as shown in .
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Step 3: For consistency, give the same port-group names you gave for the
primary VSM's control, management and packet interfaces.

Virtual Switch: vSwitchl Remaove...  Properties...

Wirtual Machine Port Group e — Phiysical Adzpters
L1 MNikv_Management g o B vmnicl 10000 Full B3
VLAN ID: 183 E@ vmnic0 10000 Full | §3
Wirtual Machine Port Group
L3 MNikv_Control_Packet g-u-
WLAN ID: 160
Wirbual Machinz Port Group
LJ Servers_1 g—ib-
B |1 virtual machine(s) | VLAN ID: 148
TESTWIN3 &
WMbkermz! Port
L1 wMaotion g.u.
vmk3 : 10.4.61.35 | VLAN ID: 161
WMkernz! Port
L i5CSI @ 4
vmk2 @ 10.4.62.35 | VLAN ID: 162

Step 4: In the vSphere Client, from the File menu, choose Deploy OVF
Template, browse to the location where you have downloaded the Cisco
Nexus 1000V installation files, choose the OVA file, and then click Next.

Step 5: On the OVF Template Details page, you are presented with product
information, size of the file, and the size of VM disk. Verify that you have
selected the same version and product as the primary VSM, and then click
Next.

Step 6: Accept the Cisco Nexus 1000V License Agreement, and then click
Next.
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Step 7: Onthe Name and Location screen, give a unique name to your
secondary VSM, choose the inventory location, and then click Next.

(%] Deploy OYF Template N ] B

Name and Location
Specify a name and location for the deployed template

Source Marme:
OWF Template Details D HLKY-WS2

End User License Agreement
Name and Location
Deployment Configuration

The name can contain up ko 80 characters and it must be unique within the inventory Folder,

Datastore

Disk Format Inventory Location:
Metwork Mapping
Properties

Ready to Complete

Help | < Back. | Mext = I Cancel

4
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Step 8: On the Deployment Configuration screen, in the Configuration list,
choose Nexus 1000V Secondary, and then click Next.

(%] Deploy OYF Template N ] B

Deployment Configuration
Select a deployment configuration,

Source

OWF Template Details
End User License Agreement Configuration:
Mame and Location
Deployment Configuratior
Datastore

: Use this deployment option o pair the Mexus 1000Y YSM with a secondary YSM in a HA pair. IF this
Disk Farmat option is selected, please only enter the selected properties as prompted in the Properties section
Metwork Mapping ahead ignoring Property (c-e).

Properties
Ready to Complete

< Back | Mexk = I Cancel

V.
Notice that you are told to ignore section (c-€) in the Properties section

Step 9: On the Datastore screen, choose the datastore you want the VSM to
use, and then click Next.

Step 10: On the Disk Format screen, select Thick provisioned format, and
then click Next.

Step 11: On the Network Mapping screen, in the Destination Network list,
map the Control port-group for the Control Source network and the Packet
Source network, and the Management port-group for the Management
Source network, and then click Next.
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Step 12: On the Properties screen, enter the same VSM domain ID and
Cisco Nexus 1000V admin user password that you used for the primary VSM
(in Step 14 in the “The Cisco Nexus 1000V VSM is a virtual machine that,
during installation, creates three virtual network interface cards (vNICs)."
procedure earlier in this process), skip sections C through E, and then click
Next.

|J-_-T.J Deploy OYF Template I [=] B3
Properties
Customize the software solution For this deployment.,

Source
OWF Template Details -
End User License Agreement . =
End Lser Llcensg Agreement a. ¥SM Domain ID
Mame and Location
Deplovment Confiquration DomainId
Datastore Enter the Domain Id {1-4095),
Disk Format >0
Mebwork Mapping
Properties
Ready to Complete b. Nexus 1000Y Admin User Password

Password

Enter the password. Must contain at least one capital, one lowercase, one number,

|C15c0123|

c. Management IP Address
ManagementIp¥4
Enter the ¥SM IP in the following Form: 192,168.0,10
o .0 .0 .0
=
Help | < Back. | Mext = I Cancel |
A
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Step 13: Review your settings, and then click Finish.

|J-_-T,J Deploy O¥F Template H[=] E3
Ready to Complete
Are these the options you want ko use?
Jource ‘When you click Finish, the deployment task will be started.
OWF Template Details T S ——
End User License Aareement 2 =
Mame and Lacation OWYF File: CiDownloadsiMexus1000y,4,2,1,5Y1.5, 18 Mexus1000v, 4, 2,1,5¥1.5, 1815k
Deplovment Configuration D.ownloat?l sleei 12,9 M8
Diatact Size on disk: Unknown
e r— Mame: DC-NIKY-YSH-2
Disk, Format Eclder: SEA
Metwork Mappin Deployment Configuration: Nexus 1000V Secondary
Properties HostiCluster: test-c210mz-2, cisco.local
Ready to Complete Drakastore: CZ210M2-2-LOCAL
Disk Format: Thick Provisioning
Metwork Mapping: "Control" to "M1ky_Control_Packet"
Metwork Mapping: "Management” to "Nikv_Management"
Metwork Mapping: "Packet" to "Mikv_Control_Packet"
1P Allocation: Fixed, IPv4
Property: Domainld = 20
Property: Password = Clscol23
Property: ManagementIph4 = 0.0.0.0
Property: ManagementIpy4subnet = 0.0.0.0
Property: Gatewaylpy4 = 0.0,0.0
4] | i
Help | < Back | Finish I Cancel |
4

Step 14: Right click the VM for the secondary VSM, and then select Power

> Power ON.

Step 15: Right-click the VSM VM in the vSphere Client window, choose
Open Console, and then wait for the secondary VSM to finish the boot
process and display the login prompt.

Step 16: To verify that the secondary VSM has joined the high-availability
(HA) cluster along with the primary VSM, open a SSH client, and then log

on to the Management IP address of the primary VSM set in Step 14 of the
“Install the first VSM” procedure (10.4.63.130).
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Step 17: Verify that the system is in HA mode, and verify that Sup-1 and
Sup-2 have been detected and are in Active or Standby state.
DC-N1kv-VSM# show system redundancy status
Redundancy role
administrative: primary
operational: primary

Redundancy mode
administrative: HA
operational: HA

This supervisor (sup-1)
Redundancy state: Active
Supervisor state: Active
Internal state: Active with HA standby

Other supervisor (sup-2)
Redundancy state: Standby
Supervisor state: HA standby

Internal state: HA standby

DC-N1kv-VSM# show module

Mod Ports Module-Type Model Status

1 0 Virtual Supervisor Module  Nexusl000V active *

2 0 Virtual Supervisor Module  Nexusl000V ha-standby
Mod Sw Hw

1 (1)svi(5.1la)

2 )SV1(5.1a)
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Mod MAC-Address (es) Serial-Num
1 00-19-07-6c-5a-a8 to 00-19-07-6c-62-a8 NA
2 00-19-07-6c-5a-a8 to 00-19-07-6c-62-a8 NA
Mod Server-IP Server-UUID Server-Name
1 10.4.63.130 NA NA
2 10.4.63.130 NA NA

Configuring Virtualized Hosts to use the Cisco Nexus 1000V switch

1. Configure port profiles
2. Prepare Cisco UCS B-Series server for VEM
3. Install VEM using VMware Update Manager

In this process, you configure port profiles and deploy Virtual Ethernet
Modules (VEMSs) by configuring the virtual machines to use the Cisco Nexus
1000V switch.

You use port profiles to configure interfaces, and you can apply similar
configurations to multiple interfaces by associating port profiles to the
interfaces. In VMware vCenter Server, port profiles are represented as port
groups. Port profiles are created on the VSM and are propagated to the
VMware vCenter Server as VMware port groups. After propagation, port
profiles appear within the VMware vSphere Client. These include uplink port
profiles for the physical uplinks and port profiles for virtual networks used by
virtual machines and VMkernel ports.

The VEM is installed on each VMware ESX host as a kernel component; it

is a lightweight software component that effectively replaces the virtual
switch in the VMware environment. In the Cisco Nexus 1000V switch, traffic
is switched between virtual machines locally at each VEM. Each VEM also
interconnects the local virtual machine with the rest of the network through
the upstream switch.
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When a new VEM is installed, it is assigned the lowest available module
number from 3 to 66. The VSM tracks the VEM by using the Unique User ID
(UUID) of the VMware ESX server, thus ensuring that if the VMware ESX host
reboots or loses connectivity for any reason, the VEM will retain its module
number when the host comes back online. The VEM will load the system port
profiles and pass traffic even if the VSM is not up. If there is a connectivity
problem between VEM and VSM, the VEM will continue to switch packets

in its last known good state. After communication is restored between VSM
and VEM, the VEM is reprogrammed with the last-known good configuration
from the VSM.

Configure port profiles

You can apply a port profile on a virtual interface by using the vethernet
keyword for the port-profile type or on a physical interface by using the
Ethernet keyword for the port-profile type.

A system VLAN is used to configure and initialize the physical or vethernet
ports before the VSM has established communications with the VEM.
Interfaces that use the system port profile and that are members of one of
the defined system VLANSs are automatically enabled and can begin for-
warding traffic, even if the VEM does not have communication with the VSM.
Critical host functions can be enabled even if the VMware ESXi host starts
and cannot communicate with the VSM.

Step 1: Launch an SSH client, and then log in to your VSM CLI by using

the IP address, default username (admin), and password you set when you
installed the VSM in Step 14 of the “The Cisco Nexus 1000V VSM is a virtual
machine that, during installation, creates three virtual network interface
cards (VNICs):" procedure (10.4.63.130).
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Step 2: Create the VLANSs required for your setup.
Table 4 - VLANs for Cisco Nexus 1000V

VLANSs Description

148-155 Virtual Machine Network Data
160 Cisco Nexus 1000V Control

161 vMotion

162 iISCSI

163 Data Center Management Traffic

DC-N1kv-VSM# configure terminal
DC-N1kv-VSM(config)# vlan 148
DC-N1kv-VSM(config-vlan)# name Servers 1
DC-N1kv-VSM(config-vlan) # vlan 149-155

(

( )
DC-N1kv-VSM(config-vlan)# wvlan 160
DC-N1kv-VSM(config-vlan)# name lkv-Control
DC-N1kv-VSM(config-vlan) # vlan 161
DC-N1kv-VSM(config-vlan) # name vMotion
DC-N1kv-VSM(config-vlan)# vlan 162
DC-N1kv-VSM(config-vlan) # name iSCSI
DC-N1kv-VSM(config-vlan)# vlan 163

(

DC-N1kv-VSM(config-vlan) # name DC-Management

The control and management VLANSs are defined as system VLANS, as are
VMware VMkernel iISCSI VLANs connecting to storage and VLANs used with
vMotion traffic. Port profiles that contain system VLANs are defined as sys-
tem port profiles. In the deployment in this guide, the Cisco UCS C-Series
server is physically connected to two different switches in a fabric extender
(FEX) straight-through mode. In this setup, port-channel was not configured
in the upstream switches. Therefore the deployment uses MAC-pinning,
which enables Cisco Nexus 1000V to span across multiple switches and
provides a port-channel-like setup, but does not require port-channel con-
figurations to be made in the upstream switches. For a Cisco UCS B-Series
server in the Cisco SBA design, the fabric interfaces are set up in end-host
mode; therefore, MAC-pinning is used for UCS B-Series servers as well.
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Step 3: Create an uplink port profile named System-Uplink.

port-profile type ethernet System-Uplink
vmware port-group
switchport mode trunk
switchport trunk allowed vlan 148-155,160-163
channel-group auto mode on mac-pinning
no shutdown
system vlan 160-163
state enabled

The channel-group auto mode on mac-pinning command statically binds
the virtual machine’s vNICs to a given uplink port. If a failover occurs, the
Cisco Nexus 1000V switch sends a gratuitous Address Resolution Protocol
(ARP) packet to alert the upstream switch that the MAC address of the VEM
that was learned on the previous link will now be learned on a different link,
enabling failover in less than a second.

Step 4: If you have a Cisco UCS C-Series server that has separate physical
interface connections to both an upstream management switch and physical
interfaces for the data path, as shown in Figure 15, then you need to create

a port profile for the VMware VMkernel management interface and a second
upstream port profile for data traffic. An example of this scenario would be
an ESXi management VMkernel interface connected to the management
switch, and the rest of the data traffic is sent out of an interface connected to
the Cisco Nexus 5500 Series switch.

Figure 15 - Cisco UCS C-Series server with separate management interfaces

Data Center Out of Band
Management Ethernet

Dual-homed Server

Cisco Nexus
Fabric Extenders

Data Center | [
Ethernet Core !
1

Active 10Gb Ethernet _—
Standby 10Gb Ethernet =====-
Mgmt 1Gb Ethernet E—
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The management console is controlled by the VMware vSwitch by default
as part of the initial installation of the VMware ESXi. It is the management
interface of the VMware vSphere Client, from which VMware vCenter Server
configures and manages the server.

Create a port profile to carry the management console traffic.

port-profile type ethernet ESXi-Mgmnt-Uplink
vmware port-group
switchport mode access
switchport access vlan 163
channel-group auto mode on mac-pinning
no shutdown
system vlan 163
description C-Series {Uplink for ESXi Management}
state enabled
If you are using an installation where multiple Ethernet port profiles are

active on the same VEM, itis recommended that they do not carry the same
VLANSs. The allowed VLAN list should be mutually exclusive.

Create a port profile that carries data traffic.
port-profile type ethernet 10G_CSeries
vmware port-group
switchport mode trunk
switchport trunk allowed vlan 148-155,160-162
channel-group auto mode on mac-pinning
no shutdown
system vlan 160-162
state enabled

It is recommended that you assign Control/Packet, IP Storage,
Service Console, and Management Networks VLAN IDs as system
VLANS.

Next configure port profiles for VMkernel ports and VMs.
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Step 5: Configure the port profile for the virtual machine network to which
all the servers in VLAN 148 will be associated.
port-profile type vethernet Servers V1148

vmware port-group

switchport mode access

switchport access vlan 148

no shutdown

state enabled

Step 6: Configure the port profile for vMotion VMkernel ports.
port-profile type vethernet vMotion
vmware port-group
switchport mode access
switchport access vlan 161
no shutdown
state enabled

Step 7: Configure the port profile for storage (iISCSI) VMkernel ports.
port-profile type vethernet iSCSI
vmware port-group
switchport mode access
switchport access vlan 162
no shutdown
system vlan 162
state enabled

Step 8: For Layer 3 communication between the VSM and VEM, a port
profile of type vEthernet is needed that is capable of Layer 3 communica-
tion. Create a vethernet port profile for the VMkernel interfaces that will be
used for L3 control. In this setup, since the VMkernel interface of the host
isin VLAN 163, create the following port profile with capability I3control
enabled.
port-profile type vethernet nlkv-L3

capability 13control

vmware port-group

switchport mode access

switchport access vlan 163

no shutdown

system vlan 163

state enabled
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Step 9: If you have other virtual machine traffic and VMkernel ports, you can
configure additional port profiles in similar fashion.

Step 10: Once all the port profiles are created, launch the vSphere Client,
connect to vCenter Server, navigate to Home > Inventory > Networking,
and then verify that the port profiles have synced with vCenter.

(%] ¥Center-1.cisco.local - vSphere Client

Flls Edt Visw Inverkory Administration Plug-ins Help

g o ‘E} Home b g8 Muentory b @ Mebworking ‘ w Search Inventory
a8k £
B [ vCenter-Lcisco.local
= [ sea i — S
o [ poNIke-vsm [ Summary | Networks |Ports | Configuration | Virtual Machines Hosts Events [ Alarms | Per
B = [DC-NTkv-VEH close tab [X]
; ;‘;grﬁ:‘::upw What is a vNetwork Distributed Switch?
B system-Uplink A vhletwork Distributed Switch acts as a single virtual
B, Unused_Or_Quarantine_Uplink switch across all associated hosts. This allows virtual
&, 15Cs1 machines to maintain consistent network configuration as
é gw-u s they migrate across hosts S
rvers_\ vHetworl
£, Unused Or_Quarantine_Vetn Distributed virtual networking configuration consists of igtibuted
2 vMotion three parts. The first part takes place at the datacenter
[ TesT1 lewvel, where vietwork Distriuted Switches are created,
[ Tes2 and hosts and distributed vitual part groups are added 1o
. Nikv Control_Packet yNetwork Distriauted Switches. The second part takes
8. Nikv_Management place at the host level, where host ports and networking
8 servers_t SEMvICes are associated with vNetwork Distributed Switches
& VM Network

either through individual host networking configuration or
using host profiles. The third part takes place at the virtual
machine level, where virtual machine NICs are connected
to distributed virtual port groups either through individual
wirtual machine NIC configuration or by migrating virtual
machine networking from the viletwork Distributed Switch
itself

Explore Further

Basic Tasks =l Learn more about vNetwerk Distributed
Switches
[ Adda host

=l Learn how to set up a netwerk with a
vNetwork Distributed Switch

Prepare Cisco UCS B-Series server for VEM

If you are installing a Cisco Nexus 1000V switch VEM on a Cisco UCS
B-Series server, you must prepare the server for the VEM installation. If you
are not installing a Cisco Nexus 1000V switch VEM on a Cisco UCS B-Series
server you can skip this procedure.

Step 1: Launch Cisco UCS Manager.

Step 2: In the navigation pane, navigate to the LAN tab, and then choose
VLANS.
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Step 3: Define the additional VLANs from Table 4 (VLANs 160 and 163) Step 4: For each vNIC that you map to the Cisco Nexus 1000V switch, click
that need to be passed to the vNIC and to the Cisco Nexus 1000V switch. Modify, and then ensure that the Enable Failover check box is cleared.
Ensure that the control and management VLANs used by the Nexus 1000V
switch are defined and assigned to the vNICs on each of the server’s service
profiles, as shown in the following figure. Modify vNIC

Modify vNIC

© @Nen | [ ootons | @ @ | M peneng scvies | [Glest
> =

Server Links | MAC Identity Assignment | TP Identity Assignment | oS | Global Policies | Faults | Events | Fsm

=] VLAN thv-Control (160)

=] YLAN DC-Management (163)

=] AN servers_1(148)
= VAN Servers_2 (148)

P Pool (iscsi-nitiator-pool)
MAC Poois

4, Sub-Orgarizations

12 Traffic Moritoring Sessions.

USRS

Operational Parameters
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Install VEM using VMware Update Manager

There are several ways to install the VEM:
Using SSH by connecting directly to the VMware ESXi host
Using vSphere remote CLI
Using VMware vCenter Update Manager (VUM)

When you use the VMware VUM, you do not have to manually install the
Cisco Nexus 1000V VEM. VUM obtains the VEM software from the VSM
through the web server hosted on the VSM. When you add a host to the
Nexus 1000V switch, VUM installs the VEM software automatically.

VMware vCenter Server sends opaque data containing the switch domain
ID, switch name, control and packet VLAN IDs, and system port profiles to
the VEM, which the VEM uses to establish communication with the VSM and
download appropriate configuration data.

Each VEM has a control and packet interface. These interfaces are not man-
ageable and configurable by the end user. The VEM uses the opaque data
provided by the VMware vCenter Server to configure the control and packet
interfaces with correct VLANs. The VEM then applies the correct uplink port
profiles to the control and packet interfaces to establish connection with the
VSM. There are two ways of communicating between the VSM and the VEM:
Layer 2 mode or Layer 3 mode. Layer 3 mode is the recommended option,
where the control and packet frames are encapsulated through UDP.

In the Layer 3 mode, you must associate the VMware VMkernel interface to
the port profile configured with L3 control option. The L3 control configura-
tion configures the VEM to use the VMkernel interface to send Layer 3
packets.

Step 1: In the vSphere Client, navigate to Home, and under Solutions and
Applications, choose Update Manager.
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Step 2: Navigate to the Configuration tab, choose Patch Download
Settings, and then ensure that for the Custom Patch Type, Enabled is
selected and the Connectivity status is Connected.

Update Manager Administration for vCenter-1.ciscoJocal

Settings Compliancs Visw

Htwork Connectivity

» Patch Downioad Settings n Patch Download Schedule add patch Source..

Patch Dawnload Schedue

HatFication Check Schedue

Eraoea | P Type | Co.. | Fetoh Source
P owware X

Virtual Machine Settings

5
¥ Mware  ESX o
v cu ESX. omisoftware/UMPRODUICTION/cSC o-main-index xml_ Downioat
it bitos. i she i

s Vs Hipsiba

E5% Host/Cluster Settings

<

<

v setings ©
4

<

K1} I I
4 Use a shared repostory Whats ths?
Vaidas U Dowroad Now Aol
0. Imnport Patches. manually from a ocal 2 fie
I Proxy requires authentication
Username I
[ Password: -

At this point, you are ready to install a VEM.

Step 3: Navigate to Home > Inventory > Networking, select the Cisco
Nexus 1000V switch you created, and in the work pane, on the Getting
Started tab, click Add a Host.

B [ vCenter-1.cisco.local

=l [y sBa i —
=] ﬂ DC-N1kv-VSM Getting Started™ etworks | Ports | Configuration
2
Bh 10G_CSeries What is a vNetwork Distributed Switch?
B ESXi-Mgmnt-Uplink
& System-Uplink AvNetwaork Distributed Switch acts as a single virtual
& Unused_Or_Quarantine_Uplink switch across all associated hosts. This allows wirtual
£ 15CsI machines to maintain consistent network configuration as
2 ntkwL3 they migrate across hosts.
2, Servers VI148
2 Unused_Or_Quarantine_Veth Distributed virtual networking configuration consists of
2 vMotion three parts. The first part takes place at the datacenter
) TEsT1 level, where wMetwork Distributed Switches are created,
[ Test2 and hosts and distributed virtual port groups are added to

& Nikv_Control_Packet whetwork Distributed Switches, The second part takes

$ Nikv_Management place at the hiost level, where host ports and networking
& servers_1 services are associated with vietwork Distributed Switches
£ vV Network gither through individual host networking configuration or
using host profiles. The third part takes place at the virtual
machine level, where virtual maching NICs are connected
to distributed virtual port groups either through individual
virtual machine NIC configuration or by migrating wirtual
machine networking fram the wMetwark Distributed Switch
itself.

Basic Tasks

Ef Add ahost
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Step 4: In the Add Host to vNetwork Distributed Switch screen, select the
host on which you want to install VEM, select the check boxes next to the
physical adapters to provide connectivity between the vDS and the host,
and then under the DVUplink port group column, from the pull down list,
choose the uplink port profile you created in Step 3 of “You can apply a
port profile on a virtual interface by using the vethernet keyword for the

port-profile type or on a physical interface by using the Ethernet keyword for

the port-profile type.”. Click Next.

(%! Add Host ko ¥Network Distributed Switch

Select hosts and physical adapters

Select hosts and physical adapters bo add ko this vMetwork Distributed Switch,

=] B3

Select host and physical adapters

Wiews Incompatible Hosts

Metwork conneckiviky
Wirtual machine networking
Ready to complete

Host{Physical adapters
=) [@ test-c200m2-lcscolo.

Select physicaladapters

‘ In use by switch

‘ Physical adapter details | DYUplink port graup |

Step 5: On the Network connectivity screen, do the following, and then click
Next:

For vmkO, in the Destination port group lists, choose n1kv-L3.
For vmk1, in the Destination port group lists, choose vMotion.
For vmk?2, in the Destination port group lists, choose iSCSI.

This step assigns virtual adapters to an appropriate port group for the traffic
that they are carrying. VmkO, Vmk1 and vmk2 are going to be migrated from
VMware vSwitch to the Cisco Nexus 1000V vDS.

%] Add Host to vNetwork Distributed Switch

Network connectivity
Select port group to provide network connectivity For the adapters on the vMetwork Distributed Switch,

ER vmnicd vSwitchl View details.. 10G_CSeries

E@| vmnicl vSwitchl View details... 10G_CSeries

B\ vmnic2 wSwitch0 View details... ESXi-Mgmnt-Uplink:

ER | vmnic3 vSwitch0 View details... ESXi-Mgmnt-Uplink: |
B[O testc2iim2-lcsco.lo.

Select physicaladapters

D E@| vmnicd wSwitchl View details.. Selecta dvUplinkport g...

D E@ vmnicl wSwitchl View details.. Selecta dviplinkport g..

D E@| vmnic2 wSwitchd View details.. Selecta dvlplinkport g..

D E@ vmnic3 wSwitchd View details.. Selecta dviplinkport g..
B[O testc2im2-2cscolo.

Select physicaladapters

D B\ vmnicd wSwitchl View details... Selecta dvlplinkport g...

D Em vmnicl wSwitchl View details... Selecta dviiplinkport g...

D B\ vmnic2 wSwitch0 View details... Select a dvlUplinkport g...

D E@R vmnic3 wSwitch0 View details.. Select a dvlUplinkport g...
= O @ testchasi-sdciscolocl

Select physical adapters

D E@| vmnicd wSwitchl View details.. Selecta dvUplinkport g...

D E@| vmnicl wSwitchd View details.. Selecta dvUplinkport g...

D E@| vmnic2 - View details.. Selecta dvlplinkport g..

D E@ vmnic3 View details.. Selecta dviplinkport g..

Help < Back I Mext = I Cancel
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Help < Back. I Mext = I Cancel

Select host and phwsical adapters ) Assign adapters to a destination port group in order to migrate them. Control+dick ta multi-select.
Network connectivity /% Wirkual NICs marked with the warning sign might lose network connectiviby unless they are migrated to the vMetwork.
Yirtual machine netwarking distributed switch, Select a destination port group in order to migrate them,
Ready to complete Hostyvirtual adapter | Switch | Source port group | Destination port group
El [ test-c200m2-l.cisco.lo.
in] | wmkQ wSwitchd Management Network nikv-13
B vmkl vSwitchl vMotion vMotion
BN vmk2 vSwitchl i5CSI i5CSI
¥irtual adapter details Assign port group... |
vmko =
vMaotion: Disabled
Fault tolerancelogging: Disabled
Management traffic: Enabled
MAC address: cc:ef:48:b4:50:de
|
Vi
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Step 6: If you have virtual machines already assigned to the host, select
Migrate virtual machine networking, and in the Destination port group list
for each virtual machine, choose the appropriate destination port group, and
then click Next.

If you do not currently have VMs running on this host, once you
have created VMs on the host you can begin at this step to assign
the Cisco Nexus 1000V virtual switch for the new VMs.

When a new virtual machine is provisioned, the server administra-
tor selects the appropriate port profile. The Cisco Nexus 1000V
Series creates a new switch port based on the policies defined
by the port profile. The server administrator can reuse the port
profile to provision similar virtual machines as needed.

(%] Add Host to ¥Network Distributed Switch

¥irtual machine networking
Select virtual machines or network adapters ko migrate to the vNetwork Distributed Switch,

Select host and physical adapters
Mebvwork connectivity

Yirtual machine networking
Ready to complete

v Migrate wirtual machine networking

@ Assign MMs or network adapters to & destination port group in order ko migrate them. Control+click ko mulki-select,

Host /Virtual machineMetwork adapter |
= [@ test-c200m2-1.ciscoloal
B (G [TESTWIND 1
E@ Networkadapter 1

NIC count | Source port group | Destination port group

Servers_ V148
Servers_VI148

Servers_1

Network adapter details

Assign port group... |

TESTWIN1
Host: test-c200m2-L.dsco.ocal
Network adapter 1
MAC address: 00:50:56:ab:00:00
Adapter type: E1000

Help | < Back

| Mext = I Cancel

sl
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Step 7: On the Ready to complete screen, verify that the settings for the
new vNetwork Distributed Switch are correct, and then click Finish. Existing
interfaces from other hosts are included in the display, because it repre-
sents a switch that is distributed across multiple hosts.

(%] Add Host to yNetwork Distributed Switch M=l E3
Ready to complete
Werify the settings For the new vNetwork Distributed Switch,
=elect host and physical adapkers et
Select host and physical adapters DC-N1kv-VSM
Metwork connectiviky
Wirbual machine networking == =]
Ready to complete B iscs1 5 =1 10G_CSeries
= VMkernel Ports (1) E@ UpLink00 {1NIC Adapter)
wmk2 : 10.4.62.33 {2 = wmnic test-c200m2-1.cisco.locl
Virtual Machines (0) [ UpLinkD1{1NIC Adapter)
= - vmnicl test-c200m2-1l.disco.lol
8 nikvL3 % ==
= VMkernel Ports (1) [=] ESXi-Mgmnt-Uplink
wmk0 : 10.4.63.80 mE =154 UpLink02 (LNIC Adapter)
Virtual Machines (0) i wmnic2 test-c200m2-1.ciscolocl
== =14 UpLinkD3 {1NIC Adapter)
8 Servers_vi14 L) ] vmnic3 test-c200m2-1.cisco.lol
=] Virtual Machines (1) B
TESTWINL - |: [=] System-Uplink
Unused_Or_Quaranting V. || fizzd
- =i 0 = % [=] Unused_Or_Quarantine_Uplink
virtual Machines (0
@ ] [=1 G UpLinkD0 {0 NIC Adapters)
® vMotion % T New Port test-c200m2-1.cisco.locl
\Mkernel Ports (1) =158 UpLink01(0 NIC Adapters)
8 k:m:El :61533 o = Mew Porttest-c200m2-1.ciscolocl
:’fmrt I-M h . =14 UpLinkd2 {0 NIC Adapters)
irtual Machines (0) [z I New: Port test-c200m2-1.cisco.locl
=163 UpLink03 (0 NIC Adapters)
T  MewPorttest-c200m2-1.cisco.locl |
Help < Back | Finish I Cancel |
A
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Step 8: In the vSphere Client, in the Recent Tasks window, monitor the
remediation of the host.



Step 9: When the host has completed the Update Network Configuration
task, navigate to Inventory > Hosts and Clusters, highlight the host name,
navigate to the Configuration tab, choose Networking, and then click
vNetwork Distributed Switch. View the results of the configuration.

test-c200m; 0Jocal VMware ESXi, 4.1.0, 348481
Getting Started | Summary | Virtual Machines | Resource Allocation | Performance [SRGTerlhN Tasks &Events ! Storage Views | Hardware Status | Update Manage]
Hardware Wiew: Virtual Switch| [Network Distributed Switch
Processors Networking Refresh
WMemory
Storage )
+ Networking ¥ uhietwark Distribubed Suitch: DE-Aku-WSH Manage Virtuzl Adapters... Manage Physical Adapters.
Storage Adapters DCNikv-VSH @
Hetwork Adapters
Advanced settings & iscal o %| 1106 _Cseries )
Power Management (=) VMkernel Parts (1) ]| | =Y UpLinko0 {1NIC Adapter)
e vmkd : 10.4.62.33 orm ] | =% UpLink01(1NIC Adapter)
Virtual Machines (0)
Licensed Features | — =] ESXi-Mgmnt-Uplink (5]
Time Configuration 8 ntkv-L3 L E | | @ EY UpLinkd2 (1NIC Adapter)
DS and Routing [EVMkernel Ports (1) ] | E%& UpLink03(1NIC Adapter)
Authentication Services vmko : 10.4.63.80 o+
Power Management Virtual Machines (0) =] System-Uplink (3]
Wirtual Machine Startup/Shutdown ==
i Servers_VI148
Virtual Machine SwapFle Location ® 1 9| % TR )
Securiky Prafile [ Virtual Machines (1)
System Resource Allacation TESTWIN1 PO
Advanced Settings =
@ Unused_0r_Quarantine V. Q| %
Virtual Machines (0)
£ wMotion (] %
1 VMkemel Ports (1)
vmk2 : 10.4.61.33 [ 1]
Virtual Machines (0)

August 2012 Series Deployment Details



Summary

Applications are the heartbeat of your business and provide rich business
functionality; VMware virtualization is the heartbeat of an infrastructure that
drives tangible benefits for both the business and the IT organization. With
VMware as the platform underlying your application landscape, infrastruc-
ture and application teams are empowered to do their work more efficiently
and with fewer administrative headaches throughout the hardware and
software lifecycle, from development through production and maintenance.

More and more customers are taking advantage of the benefits of VMware
infrastructure to build a dynamic, responsive infrastructure to support their
applications. VMware virtualization enables efficient data-center resource
pooling and maximized utilization of system resources. VMware virtualiza-
tion technologies help customers achieve faster and more cost-efficient
upgrades, while reducing risk to the business. By expediting and simplifying
the application development and testing processes, customers experi-
ence faster time to production while maintaining high quality throughout.
Implementing business continuity solutions for applications on VMware
infrastructure delivers enhanced high availability while minimizing the need
for duplicate hardware. Rapid provisioning and efficient change manage-
ment in production environments increase IT flexibility, allowing timely
response to sudden and changing business needs.

You can enhance the manageability of the VMware networking environ-
ment by installing Cisco Nexus 1000V. The configuration procedures that
have been provided in this guide allow you to establish a basic, functional
Nexus 1000V setup for your network. The virtual switch configuration and
port profile allow for vastly simplified deployment of new virtual machines
with consistent port configurations. For more details on Cisco Nexus 1000V
configuration, please see the Cisco Nexus 1000V configuration guides on
WWW.CISCO.com.
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Appendix A: Product List

Data Center Virtualization

Functional Area Product Description Part Numbers Software

Virtual Switch Nexus 1000V CPU License Qty-1 N1K-VLCPU-01= 4.2(1)SV1(5.1a)
Nexus 1000V VSM on Physical Media N1K-VSMK9-404512=

VMWare ESXi ESXi 41U1

Data Center Core

Functional Area Product Description Part Numbers Software

Core Switch

Cisco Nexus 5596 up to 96-port 10GbE, FCoE, and Fibre Channel SFP+

N5K-C5596UP-FA

Cisco Nexus 5596 Layer 3 Switching Module

N55-M160L30V2

Cisco Nexus 5548 up to 48-port 10GbE, FCoE, and Fibre Channel SFP+

N5K-C5548UP-FA

Cisco Nexus 5548 Layer 3 Switching Module

N55-D160L3

NX-OS 5.1(3)N1(1a)
Layer 3 License

Ethernet Extension

Cisco Nexus 2000 Series 48 Ethernet 100/1000BASE-T Fabric Extender

N2K-C2248TP-1GE

Cisco Nexus 2000 Series 48 Ethernet 100/1000BASE-T (enhanced) Fabric
Extender

N2K-C2248TP-E

Cisco Nexus 2000 Series 32 1/10 GbE SFP+, FCoE capable Fabric Extender

N2K-C2232PP-10GE

Storage Network Extension

Functional Area

Product Description

Part Numbers

Software

Fibre-channel Switch

Cisco MDS 9148 Multilayer Fibre Channel Switch

DS-C9148D-8G16P-K9

Cisco MDS 9124 Multilayer Fibre Channel Switch

DS-C9124-K9

NX-OS 5.0(7)
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Computing Resources

Functional Area

Product Description

Part Numbers

Software

UCS Fabric Interconnect

Cisco UCS up to 48-port Fabric Interconnect

UCS-FI-6248UP

2.0(29)
Cisco UCS Release

Servers

Cisco UCS 8-port 10GbE Fabric Extender

UCS-IOM2208XP

Cisco UCS 4-port 10GbE Fabric Extender

UCS-IOM2204XP

Cisco UCS 4-port 10GbE First Generation Fabric Extender N20-16584

Cisco UCS B200 M2 Blade Server N20-B6625-1
Cisco UCS B250 M2 Blade Server N20-B6625-2
Cisco UCS M81KR Virtual Interface Card N20-AC0002

Cisco UCS 20-port Fabric Interconnect N10-S6100
Cisco UCS 6100 6-port Fibre Channel Expansion Module N10-E0060
UCS B-Series Blade Cisco UCS Blade Server Chassis N20-C6508 2.0(2q)

Cisco UCS Release

Servers

UCS C-Series Rack-mount

Cisco UCS C200 M2 Rack Mount Server

R200-1120402W

Cisco UCS C210 M2 Rack Mount Server

R210-2121605W

Cisco UCS C250 M2 Rack Mount Server

R250-2480805W

1.41e
Cisco UCS CIMC Release
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Appendix B:
Configuration Files

The following is the configuration from the deployed Cisco Nexus 1000V
Virtual Supervisor Module.
DC-N1kv-VSM# show run
!Command: show running-config
version 4.2 (1)SvV1(5.1la)
no feature telnet
username admin password 5 ***** role network-admin
banner motd #Nexus 1000v Switch#
ssh key rsa 2048
ip domain-lookup
hostname DC-N1kv-VSM
vem 3
host vmware id e71de724-e517-11e0-bdld-ccefd48b450da

snmp-server user admin network-admin auth md5 ***** privy *xxxx

localizedkey
ntp server 10.4.48.17
!
vrf context management
ip route 0.0.0.0/0 10.4.63.1
vlan 1,148-155,160-163
vlan 1
vlan 148
name Servers 1
vlan 149-155
vlan 160
name lkv-Control
vlan 161
name vMotion
vlian 162
name 1iSCSI
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vlan 163
name DC-Management
!
port-channel load-balance ethernet source-mac
port-profile default max-ports 32
port-profile type ethernet Unused Or Quarantine Uplink
vmware port-group
shutdown
description Port-group created for Nexusl000V internal usage.

Do not use.

state enabled
port-profile type vethernet Unused Or Quarantine Veth
vmware port-group
shutdown
description Port-group created for Nexusl000V internal usage.

Do not use.

state enabled
port-profile type ethernet System-Uplink
vmware port-group
switchport mode trunk
switchport trunk allowed vlan 148-155,160-163
channel-group auto mode on mac-pinning
no shutdown
system vlan 160-163
state enabled
port-profile type ethernet ESXi-Mgmnt-Uplink
vmware port-group
switchport mode access
switchport access vlan 163
channel-group auto mode on mac-pinning
no shutdown
system vlan 163
description C-Series {Uplink for ESXi Management}
state enabled
port-profile type ethernet 10G CSeries
vmware port-group

switchport mode trunk
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switchport trunk allowed vlan 148-155,160-162
channel-group auto mode on mac-pinning

no shutdown
system vlan 160-162
state enabled

port-profile type vethernet Servers V1148

vmware port-group
switchport mode access
switchport access vlan 148
no shutdown
state enabled

port-profile type vethernet iSCSI
vmware port-group
switchport mode access
switchport access vlan 162
no shutdown
system vlan 162
state enabled

port-profile type vethernet nlkv-L3
capability 1l3control
vmware port-group
switchport mode access
switchport access vlan 163
no shutdown
system vlan 163
state enabled

port-profile type vethernet vMotion
vmware port-group
switchport mode access
switchport access vlan 161
no shutdown
state enabled

vdc DC-N1kv-VSM id 1

limit-resource vlan minimum 16 maximum 2049
limit-resource monitor-session minimum 0 maximum 2

limit-resource vrf minimum 16 maximum 8192
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limit-resource port-channel minimum 0 maximum 768
limit-resource udroute-mem minimum 1 maximum 1
limit-resource ubroute-mem minimum 1 maximum 1
limit-resource mdroute-mem minimum 58 maximum 58
limit-resource mé6route-mem minimum 8 maximum 8
interface port-channell
inherit port-profile 10G CSeries
vem 3
interface port-channel2
inherit port-profile ESXi-Mgmnt-Uplink
vem 3
interface mgmtO0
ip address 10.4.63.130/24
interface Vethernetl
inherit port-profile nlkv-L3
description VMware VMkernel, vmkO
vmware dvport 101 dvswitch uuid “f8 cc 2b 50 64 f£3 84 e3-57 57

ed 05 24 66 d3 20~

vmware vm mac CCEF.48B4.50DE
interface Vethernet?2
inherit port-profile iSCSI
description VMware VMkernel, vmkl
vmware dvport 65 dvswitch uuid “f8 cc 2b 50 64 f£3 84 e3-57 57

ed 05 24 66 d3 20~

vmware vm mac 0050.567D.4E79
interface Vethernet3
inherit port-profile vMotion
description VMware VMkernel, vmk2
vmware dvport 129 dvswitch uuid “f8 cc 2b 50 64 f£3 84 e3-57 57

ed 05 24 66 d3 20~

vmware vm mac 0050.5672.53E5
interface Vethernet4
inherit port-profile Servers V1148
description TESTWIN1, Network Adapter 1
vmware dvport 33 dvswitch uuid “f8 cc 2b 50 64 f£3 84 e3-57 57

ed 05 24 66 d3 20~

vmware vm mac 0050.56AB.0000
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interface
inherit
interface
inherit
interface
inherit
interface
inherit

interface

Ethernet3/1

port-profile 10G CSeries
Ethernet3/2

port-profile 10G CSeries
Ethernet3/3

port-profile ESXi-Mgmnt-Uplink
Ethernet3/4

port-profile ESXi-Mgmnt-Uplink
control0

clock timezone PST -8 0

clock summer-time PDT 2 Sunday march 02:00 1 Sunday nov 02:00 60

line console

boot kickstart bootflash:/nexus-1000v-kickstart-

mz.4.2.1.5V1.5.1la.bin sup-1

boot system bootflash:/nexus-1000v-mz.4.2.1.SV1.5.1la.bin sup-1
boot kickstart bootflash:/nexus-1000v-kickstart-

mz.4.2.1.5V1.5.1la.bin sup-2

boot system bootflash:/nexus-1000v-mz.4.2.1.SV1.5.1la.bin sup-2

svs-domain

domain id 20

control

vlan 1

packet vlan 1

svs mode L3 interface mgmtO0

svs connection vcenter

protocol vmware-vim
remote ip address 10.4.48.211 port 80

vmware dvs uuid “f8 cc 2b 50 64 £f3 84 e3-57 57 ed 05 24 66 d3

20” datacenter-name SBA

max-ports 8192

connect

vsn type vsg global

tcp state-checks

vnm-policy-agent

registration-ip 0.0.0.0
shared-secret **x*xxxkxxx%

log-level
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Appendix C: Changes
| Notes

This appendix summarizes the changes to this guide since the previous
Cisco SBA series.

- We improved process and step flow in the “VMware vSphere Installation
and Setup” section.

- We changed the Cisco Nexus 1000V configuration to use the Layer 3
mode of operation which is now the recommended mode. We updated
the “Cisco Nexus 1000V Series Switch Installation and Deployment” to
reflect new installation and configuration procedures for Layer 3 mode
operation.

- We updated the Cisco Nexus 1000V software to a later image.
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