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Preface

Who Should Read This Guide
This Cisco® Smart Business Architecture (SBA) guide is for people who fill a 
variety of roles:

•	 Systems engineers who need standard procedures for implementing 
solutions

•	 Project managers who create statements of work for Cisco SBA 
implementations

•	 Sales partners who sell new technology or who create implementation 
documentation

•	 Trainers who need material for classroom instruction or on-the-job 
training

In general, you can also use Cisco SBA guides to improve consistency 
among engineers and deployments, as well as to improve scoping and 
costing of deployment jobs.

Release Series
Cisco strives to update and enhance SBA guides on a regular basis. As 
we develop a series of SBA guides, we test them together, as a complete 
system. To ensure the mutual compatibility of designs in Cisco SBA guides, 
you should use guides that belong to the same series.

The Release Notes for a series provides a summary of additions and 
changes made in the series. 

All Cisco SBA guides include the series name on the cover and at the 
bottom left of each page. We name the series for the month and year that we 
release them, as follows:

month year Series

For example, the series of guides that we released in August 2012 are  
the “August 2012 Series”.

You can find the most recent series of SBA guides at the following sites:

Customer access: http://www.cisco.com/go/sba

Partner access: http://www.cisco.com/go/sbachannel

How to Read Commands
Many Cisco SBA guides provide specific details about how to configure 
Cisco network devices that run Cisco IOS, Cisco NX-OS, or other operating 
systems that you configure at a command-line interface (CLI). This section 
describes the conventions used to specify commands that you must enter.

Commands to enter at a CLI appear as follows:

configure terminal

Commands that specify a value for a variable appear as follows:

ntp server 10.10.48.17

Commands with variables that you must define appear as follows:

class-map [highest class name]

Commands shown in an interactive example, such as a script or when the 
command prompt is included, appear as follows:

Router# enable

Long commands that line wrap are underlined. Enter them as one command:

wrr-queue random-detect max-threshold 1 100 100 100 100 100 
100 100 100

Noteworthy parts of system output or device configuration files appear 
highlighted, as follows:

interface Vlan64
  ip address 10.5.204.5 255.255.255.0

Comments and Questions
If you would like to comment on a guide or ask questions, please use the 
SBA feedback form.

If you would like to be notified when new comments are posted, an RSS feed 
is available from the SBA customer and partner pages.

http://ciscosba.com/feedback/?id=Aug12-501
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About This Guide
This deployment guide contains one or more deployment chapters, which 
each include the following sections:

•	 Business	Overview—Describes the business use case for the design. 
Business decision makers may find this section especially useful.

•	 Technology	Overview—Describes the technical design for the  
business use case, including an introduction to the Cisco products that 
make up the design. Technical decision makers can use this section to 
understand how the design works.

•	 Deployment	Details—Provides step-by-step instructions for deploying 
and configuring the design. Systems engineers can use this section to 
get the design up and running quickly and reliably.

You can find the most recent series of Cisco SBA guides at the following 
sites: 

Customer access: http://www.cisco.com/go/sba

Partner access: http://www.cisco.com/go/sbachannel

What’s In This SBA Guide

Cisco SBA Data Center
Cisco SBA helps you design and quickly deploy a full-service business 
network. A Cisco SBA deployment is prescriptive, out-of-the-box, scalable, 
and flexible. 

Cisco SBA incorporates LAN, WAN, wireless, security, data center, application 
optimization, and unified communication technologies—tested together as a 
complete system. This component-level approach simplifies system integration 
of multiple technologies, allowing you to select solutions that solve your  
organization’s problems—without worrying about the technical complexity.

Cisco SBA Data Center is a comprehensive design that scales from a server 
room to a data center for networks with up to 10,000 connected users. This 
design incorporates compute resources, security, application resiliency, and 
virtualization.

Route to Success
To ensure your success when implementing the designs in this guide, you 
should first read any guides that this guide depends upon—shown to the 
left of this guide on the route below. As you read this guide, specific  
prerequisites are cited where they are applicable.
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Introduction

Business Overview
The network is playing an increasingly important role in the success 
of a business. Key applications, such as enterprise resource planning, 
e-commerce, email, and portals, must be available around-the-clock to 
provide uninterrupted business services. However, the availability of these 
applications is often threatened by network overloads, as well as server and 
application failures. Furthermore, resource utilization is often out of balance, 
resulting in the low-performance resources being overloaded with requests 
while the high-performance resources remain idle. Application perfor-
mance, as well as availability, directly affects employee productivity and the 
bottom-line of a company. As more users work more hours while using key 
business applications, it becomes even more important to address applica-
tion availability and performance issues to ensure achievement of business 
processes and objectives. 

Some of the factors that make applications difficult to deploy and deliver 
effectively over the network include: 

•	 Inflexible	application	infrastructure—Application infrastructure design 
has historically been done on an application-by-application basis. 
This means that the infrastructure used for a particular application is 
often unique to that application. This type of design tightly couples 
the application to the infrastructure and offers little flexibility. Because 
the application and infrastructure are tightly coupled, it is difficult to 
partition resources and levels of control to match changing business 
requirements. 

•	 Server	availability	and	load—The mission-critical nature of applications 
puts a premium on server availability. Despite the benefits of server 
virtualization technology, the number of physical servers continues to 
grow based on new application deployments, which in turn increases 
power and cooling requirements. 

•	 Application	security	and	compliance—Many of the new threats to 
network security are the result of application- and document-embedded 
attacks that compromise application performance and availability. Such 
attacks can also potentially cause the loss of vital application data, while 
leaving networks and servers unaffected. 

One possible solution to improve application performance and availability is 
to rewrite the application completely to make it network-optimized. However, 
this requires application developers to have a deep understanding of how 
different applications respond to bandwidth constraints, delay, jitter, and 
other network variances. In addition, developers need to accurately predict 
each end-user’s foreseeable access method. This is simply not feasible for 
every business application, particularly traditional applications that took 
years to write and customize. 

Technology Overview
The idea of improving application performance began in the data center. 
The Internet boom ushered in the era of the server load balancers (SLBs). 
SLBs balance the load on groups of servers to improve server response to 
client requests, and have evolved to take on additional responsibilities, such 
as application proxies and complete Layer 4 through 7 application switching. 

Cisco Application Control Engine (Cisco ACE) is the latest SLB offering from 
Cisco. Its main role is to provide Layer 4 through 7 switching, but Cisco ACE 
also provides an array of acceleration and server offload benefits, includ-
ing TCP-processing offload, SSL-processing offload, and compression. 
The Cisco ACE appliance sits in the data center in front of the application 
servers and provides a range of services to maximize server and application 
availability, security, and asymmetric application acceleration (from server 
to client browser). As a result, Cisco ACE gives IT departments more control 
over application and server infrastructure, which enables them to manage 
and secure application services more easily and improve performance. 

Cisco ACE provides the following benefits: 

•	 Scalability—Cisco ACE scales the performance of a server-based 
program, such as a web server, by distributing its client requests across 
multiple servers, known as a server farm. As traffic increases, additional 
servers can be added to the farm. With the advent of server virtualiza-
tion, application servers can be staged and added dynamically as 
capacity requirements change. 
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•	 High	availability—Cisco ACE provides high availability by automatically 
detecting the failure of a server and repartitioning client traffic among 
the remaining servers within seconds, while providing users with con-
tinuous service.

•	 Application	acceleration—Cisco ACE improves application perfor-
mance and reduces response time by minimizing latency and com-
pressing data transfers for any HTTP-based application, for any internal 
or external end-user. 

•	 Server	offload—Cisco ACE offloads TCP processing, SSL processing, 
and compression from the server, which allows the server to handle 
more requests so more users can be served, and reduces bandwidth 
requirements by up to 90% without increasing the number of servers. 
Running SSL on the web application servers is a tremendous drain on 
server resources. By offloading SSL processing, those resources can 
be applied to traditional web-application functions. In addition, because 
persistence information used by the content switches is inside the HTTP 
header, this information is no longer visible when carried inside SSL ses-
sions. By terminating these sessions before applying content switching 
decisions, persistence options become available for secure sites. 

•	 Flexible	licensing	model—Cisco ACE is available in a number of per-
formance options, from 500 Mbps to 4 Gbps of throughput, depending 
on which license is purchased. You can purchase a 1 Gbps license for 
your Cisco ACE appliance and then, as your performance requirements 
increase, upgrade the same hardware to 4 Gbps with a new license.

•	 Health	monitoring—Cisco ACE uses both active and passive tech-
niques to monitor server health. By periodically probing servers and 
monitoring the return traffic from the real servers, Cisco ACE rapidly 
detects server failures and quickly reroutes connections to available 
servers. A variety of health-checking features are supported, includ-
ing the ability to verify web servers, SSL servers, application servers, 
databases, FTP servers, and streaming media servers. 

•	 Effective	content	allocation—Cisco ACE may be used to push requests 
for cacheable content, such as image files, to a set of caches that can 
serve them more cost-effectively than the application servers. 

Cisco ACE can be used to partition components of a single web application 
across several application server clusters. For example, the URLs, www.
mycompany.com/quotes/getquote.jsp and www.mycompany.com/trades/
order.jsp, could be located on two different server clusters even though the 
domain name is the same. This partitioning allows the application developer 
to easily scale the application to several servers without numerous code 
modifications. Furthermore, it maximizes the cache coherency of the serv-
ers by keeping requests for the same pages on the same servers. 

There are several ways to integrate Cisco ACE into the data center network. 
Logically, the Cisco ACE appliance is deployed in front of the application 
cluster. Requests to the application cluster are directed to a virtual IP 
address (VIP) configured on the appliance. Cisco ACE receives connections 
and HTTP-requests, and routes them to the appropriate application server 
based on configured policies. 

Physically, the network topology can take many forms. One-armed mode is 
the simplest deployment method, in which the Cisco ACE is connected off 
to the side of the layer 2/layer 3 infrastructure. It is not directly in the path of 
traffic flow and receives only traffic that is specifically intended for it. Traffic, 
which should be directed to it, is controlled by careful design of VLANs, 
virtual server addresses, server default gateway selection, or policy routes 
on the layer 2/layer 3 switch. 
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Deployment Details

Cisco ACE 4710 hardware is always deployed in pairs for highest availability, 
with one primary and one secondary appliance. If the primary Cisco ACE 
appliance fails, the secondary appliance takes control. Depending on how 
session-state redundancy is configured, this failover may take place without 
disrupting the client-to-server connection. 

Cisco ACE can connect to the Cisco SBA architecture in several places, 
such as the data center, server room, or Internet edge DMZ, to provide 
application and server load-balancing services. This guide outlines two 
connectivity options that cover the majority of deployment scenarios. 

As illustrated in Figure 1, Cisco ACE 4710 appliances are deployed in a pair 
for high availability. Each appliance has a port channel that is connected 
to the switch to scale performance. In Figure 1, the appliance uses two 
links for 2Gbps of available throughput, but two additional gigabit ports 
are available. By using four ports, the Cisco ACE appliance can scale the 
solution to 4Gbps. Cisco ACE operates in an active standby mode, and to 
maintain performance in a failure scenario, all of the links from each Cisco 
ACE appliance connect to only a single switch. This prevents the scenario in 
which Cisco ACE is connected to both switches, and a switch failure cuts the 
available bandwidth in half.

Figure 1 - Cisco ACE appliances deployed in a pair
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Connectivity Option 1: Nexus 5500 and Virtual Port Channel 
(vPC) pair

The Cisco SBA data-center core uses the Cisco Nexus 5500UP switches 
and Virtual Port Channel (vPC) to connect many EtherChannel devices. For 
this type of deployment, follow Procedure 1, in the Configuring Cisco ACE 
Connectivity to Switches section. 

Figure 2 - Nexus 5500 and vPC pair

Connectivity Option 2: Cisco Catalyst 3750X Switch Stack

There are a number of places outside of the data center where a load 
balancing solution can be beneficial; for example, any place where there 
are servers that need a solution for high availability or scalability. This guide 
explains how to configure a Cisco 3750X stack, whether it resides in a server 
room or Internet DMZ. 

As illustrated in Figure 3, Cisco ACE A should be connected to one switch in 
the stack and Cisco ACE B connected to the other. Even though the 3750X 
stack operates differently than the vPC stack, and has a data backplane 
between the switches in the stack, if the Cisco ACE appliance is cabled 
across multiple switches and a switch is taken out of service, then the 
available bandwidth to that appliance is reduced. It is better to fail over to 
the standby Cisco ACE appliance on a still functioning switch, than to run in 
a degraded mode.

Figure 3 - Cisco Catalyst 3750x switch stack
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Configuring Cisco ACE Connectivity to Switches

1. Configure port channels

Process

Procedure 1 Configure port channels

Option 1.  Connect port channels to Cisco Nexus 5500

With this option, you configure physical interfaces to the port channel on the 
Cisco Nexus 5500UP data center core-switch. If the vPC peer-link between 
the data center core-switches fails, then one of the switches will go into error 
recovery mode. This shuts down interfaces associated with VLANs that are 
part of vPC connections in order to prevent any loops in the infrastructure. 
Because the Cisco ACE appliances are single-homed to each data center 
core-switch, and use a VLAN that is part of other vPC connections, rather 
than a vPC for connectivity, they are non-vPC ports, or vPC orphan-ports.

During this configuration, you enter the vpc	orphan-port	suspend com-
mand. This command shuts down the EtherChannel interfaces to the 
attached Cisco ACE appliance on each switch in the event that the vPC peer 
link is broken between the data center core switches and a switch goes into 
error recovery mode. The active appliance on the switch that remains in 
service will continue operating and provides the resiliency in the design.

Cisco ACE supports EtherChannel, but does not support Link Aggregation 
Control Protocol (LACP); therefore, the channel-group	mode will be forced 
on.

Step 1:  Set the ports connected to the Cisco ACE appliance by using the 
speed	1000 command. You can use the default of 10-Gigabit Ethernet, or 
choose a size down to 1-Gigabit Ethernet.

When configuring the interfaces, the vpc	orphan-port	suspend 
command must be entered before the channel-group command. 
If you enter the channel-group command on the interface first, 
the switch will not let you enter the vpc	orphan-port	suspend 
command on the interface.

Tech Tip

interface Ethernet1/3
  description ACE 1 Gig 1/1
  speed 1000
  vpc orphan-port suspend
  channel-group 13 mode on

interface Ethernet1/4
  description ACE 1 Gig 1/2
  speed 1000
  vpc orphan-port suspend 
  channel-group 13 mode on

When you assign the channel-group to a physical interface, it creates the 
logical EtherChannel (port-channel) interface. In the next step, configure 
the logical port-channel interfaces on both data center core switches. The 
physical interfaces tied to the port-channel will inherit the settings. 

Step 2:  Configure the logical port-channel interfaces.

interface port-channel13
  switchport mode trunk
  switchport trunk allowed vlan 149,912
  spanning-tree port type edge trunk

Step 3:  Configure an unused VLAN for the Cisco ACE fault tolerant heart-
beat VLAN.

vlan 912
name ACE-Heartbeat
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Step 4:  Apply the following configuration to the second Cisco Nexus 
5500UP data center core-switch.

interface Ethernet1/3
  description ACE 2 Gig 1/1
  speed 1000
  vpc orphan-port suspend
  channel-group 13 mode on

interface Ethernet1/4
  description ACE 2 Gig 1/2
  speed 1000
  vpc orphan-port suspend
  channel-group 13 mode on

interface port-channel13
  switchport mode trunk
  switchport trunk allowed vlan 149,912
  spanning-tree port type edge trunk
vlan 912
name ACE-Heartbeat

Option 2.  Connect port channels to Cisco Catalyst 3750X

With this option, you configure physical interfaces to the port channel on the 
Cisco Catalyst 3750X.

Step 1:  Configure physical interfaces to the port channel on the Cisco 
Catalyst 3750X switch stack for Cisco ACE A. In a switch stack, you can use 
one port channel per Cisco ACE appliance.

interface GigabitEthernet1/0/45
 description ace4710-A g1/1
channel-group 45 mode on
!
interface GigabitEthernet1/0/46
 description ace4710-A g1/2
channel-group 45 mode on

Step 2:  Configure physical interfaces to the port channel on the Cisco 
Catalyst 3750X switch stack for Cisco ACE B.

interface GigabitEthernet2/0/45
 description ace4710-B g1/1
channel-group 46 mode on
!
interface GigabitEthernet2/0/46
 description ace4710-B g1/2
channel-group 46 mode on

Step 3:  Configure the logical port-channel interface for Cisco ACE A.

interface Port-channel45
 description ACE-A
 switchport trunk encapsulation dot1q
 switchport trunk allowed vlan 148,912
 switchport mode trunk

Step 4:  Configure the logical port-channel interface for Cisco ACE B.

interface Port-channel46
 description ACE
 switchport trunk encapsulation dot1q
 switchport trunk allowed vlan 148,912
 switchport mode trunk
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Configuring Cisco ACE Appliance Network

1. Perform initial setup

2. Configure high availability

Process

Procedure 1 Perform initial setup

Step 1:  Connect to the Cisco ACE appliance via the console, perform the 
initial configuration, and then exit from the initial configuration dialog box at 
the prompt.

switch login: admin 
Password: admin 
Admin user is allowed to log in only from console until the 
default password is changed.
www user is allowed to log in only after the default password 
is changed.
Enter the new password for user “admin”: password 
Confirm the new password for user “admin”: password 
admin user password successfully changed. 
Enter the new password for user “www”: password 
Confirm the new password for user “www”: password 
www user password successfully changed. 
<text wall removed>
ACE>Would you like to enter the basic configuration dialog 
(yes/no) [y]: n
switch/Admin#

Step 2:  In config mode, set the system hostname.

 hostname ACE4710-A

Step 3:  Configure basic network security policies. This allows for manage-
ment access to the Cisco ACE appliance.

access-list ALL line 8 extended permit ip any any 
class-map type management match-any remote_access
  2 match protocol xml-https any
  3 match protocol icmp any
  4 match protocol telnet any
  5 match protocol ssh any
  6 match protocol http any
  7 match protocol https any
  8 match protocol snmp any 
policy-map type management first-match remote_mgmt_allow_
policy
  class remote_access
    permit

Step 4:  Configure port channel and trunking on the gigabit Ethernet 
interfaces.

interface gigabitEthernet 1/1
  channel-group 1
  no shutdown
interface gigabitEthernet 1/2
  channel-group 1
  no shutdown
interface port-channel 1
  switchport trunk native vlan 1
  switchport trunk allowed vlan 149
  no shutdown

With this configuration, a 2-Gbps port channel is provisioned, which is 
sufficient for a Cisco ACE 4710 appliance with up to a 2-Gbps license. If a 
4-Gbps license is being used, include gigabit Ethernet ports 1/3 and 1/4 for 
a total of 4 Gbps of throughput.

Step 5:  Configure the VLAN 149 interface on Cisco ACE for management 
access and general network connectivity.

interface vlan 149
  ip address 10.4.49.119 255.255.255.0
  access-group input ALL
  service-policy input remote_mgmt_allow_policy
  no shutdown
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Step 6:  Configure the default route. 

ip route 0.0.0.0 0.0.0.0 10.4.49.1

Step 7:  Configure NTP.

ntp server 10.4.48.17

Step 8:  Configure SNMP.

snmp-server community cisco ro

You can now reach Cisco ACE 4710-A via the network. 

To configure Cisco ACE 4710-B, repeat Step 1 through Step 6, replacing 
the hostname in Step 2 with ACE4710-B and the IP address in Step 5 with 
10.4.49.120.

Procedure 2 Configure high availability

Next, you configure the Cisco ACE appliances as an active standby failover 
pair. After you configure high availability, the devices are synchronized and 
further configuration is necessary only on the primary appliance. Start with 
the Cisco ACE appliance that you want to be primary. In this example, the 
primary appliance is 10.4.49.119.

Step 1:  Open a browser window and enter https://10.4.49.119 into the 
address field. The Cisco ACE GUI opens.	

Step 2:  In the Username box, type admin, in the Password	box,	type the 
password that you configured in Procedure 1, Step 1, and then click Log	In. 

Step 3:  Navigate to Config	>	Virtual	Contexts	>	High	Availability	(HA)	>	
Setup, and then click Edit.

Step 4:  On the ACE HA Management dialog box, enter the following values, 
and then click Deploy	Now.

•	 VLAN—912

•	 Interface—Port	Channel	1

•	 IP Address—10.255.255.1

•	 IP Address Peer Appliance—10.255.255.2

•	 Netmask—255.255.255.0

•	 Management IP Address—10.4.49.119

•	 Management IP Address Peer Appliance—10.4.49.120
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Step 5:  On the ACE HA Groups dialog box, click Add.

Step 6:  Leave all of the values at their defaults, and then click Deploy	Now.

High availability is now configured on the primary Cisco ACE appliance. To 
configure high availability on the secondary appliance, you must log in to the 
secondary Cisco ACE appliance.

Step 7:  Open a browser window and enter https://10.4.49.120 into the 
address field. The Cisco ACE GUI opens.

Step 8:  In the Username box, type admin, in the Password box, type the 
password that you configured in Procedure 1, Step 1, and then click Log	In.

Step 9:  Navigate to Config	>	Virtual	Contexts	>	High	Availability	(HA)	>	
Setup, and then click Edit.

Step 10:  On the ACE HA Management dialog box, enter the following 
values, and then click Deploy	Now.

•	 VLAN—912

•	 Interface—Port	Channel	1

•	 IP Address—10.255.255.2

•	 IP Address Peer Appliance—10.255.255.1

•	 Netmask—255.255.255.0

•	 Management IP Address—10.4.49.120

•	 Management IP Address Peer Appliance—10.4.49.119

Step 11:  On the ACE HA Groups dialog box, click Add.

Step 12:  Leave all of the values at their defaults, and then click Deploy	Now.

The two Cisco ACE appliances should be communicating and high availabil-
ity should be up and active. The device you just finished configuring should 
show a state of Standby Hot and the peer should be Active, as illustrated 
below. 

Make any additional configurations on the primary Cisco ACE appliance, 
10.4.49.119. All changes are automatically replicated to the secondary Cisco 
ACE appliance, 10.4.49.120.
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Setting up Load Balancing for HTTP Servers

1. Configure health probes

2. Configure real servers

3. Configure a server farm

4. Configure inband-health checking

5. Configure Remove mode

6. Configure a NAT pool

7. Configure a virtual server

Process

Procedure 1 Configure health probes

Health probes poll the servers or applications to make sure that the server 
or service is available, and to allow the system to remove failed devices. In 
this procedure, you will build an Internet Control Message Protocol (ICMP) 
and an HTTP probe.

Step 1:  Open a browser window and enter https://10.4.49.119 into the 
address field. The Cisco ACE GUI opens.

Step 2:  In the Username box, type admin, in the Password box, type the 
password you configured in Procedure 1, Step 1, and then click Log	In.

Step 3:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Health	
Monitoring, and then click Add.

Step 4:  On the New Health Monitoring dialog box, in the Name box, enter 
icmp-probe, and in the Type list, choose ICMP.	

Step 5:  Click Deploy	Now.

Step 6:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Health	
Monitoring, and then click Add.

Step 7:  On the New Health Monitoring dialog box, in the Name box, enter 
http-probe, and in the Type list, choose HTTP. 

Step 8:  Click Deploy	Now.

Step 9:  On the Expect Status tab, click Add.

Step 10:  For both the maximum and minimum status codes, enter 200, and 
then click Deploy	Now.

You have just created the ICMP and HTTP probes, which you can use to 
monitor the real and virtual servers in the load balancing server farm.



12Deployment DetailsAugust 2012 Series

Procedure 2 Configure real servers

In this procedure you will add the real servers, across which the Cisco ACE 
appliance will load balance client connections.

Step 1:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Real	
Servers, and then click Add.

Step 2:  On the New Real Server dialog box, enter the following values, and 
then click Deploy	Now.

•	 Name—webserver1

•	 IP Address—10.4.49.111

•	 Probes—icmp-probe

Step 3:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Real	
Servers, and then click Add.

Step 4:  On the New Real Server dialog box, enter the following values, and 
then click Deploy	Now.

•	 Name—webserver2

•	 IP Address—10.4.49.112

•	 Probes—icmp-probe

This example uses the ICMP probe to monitor the real servers configured in 
this example, thereby ensuring the server is monitored rather than a specific 
service. This is the most flexible configuration and allows load-balancing for 
multiple services on a single physical or virtual server.

You have just configured the two web servers. If you have additional servers 
that you plan on using, you can configure them now by repeating Procedure 
2.

Procedure 3 Configure a server farm

A server farm on the Cisco ACE appliance is a pool of real servers that you 
can use to connect to the virtual IP address that the clients will use to con-
nect to the HTTP service.

Step 1:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Server	
Farms, and then click Add.

Step 2:  On the New Server Farm dialog box, enter the following values, and 
then click Deploy	Now.

•	 Name—webfarm

•	 Probes—http-probe

Step 3:  On the Real Server tab, click Add.

Step 4:  On the New Real Server dialog box, next to Name, select web-
server1, and then in the Port box, enter 80 for HTTP. 
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Step 5:  Click Deploy	Now.

Step 6:  On the Real Server tab, click Add.

Step 7:  On the New Real Server dialog box, next to Name, select web-
server2, and then in the Port box, enter 80.	

Step 8:  Click Deploy	Now.

Step 9:  On the Edit Server Farm dialog box, click Deploy	Now.

You have just created the server-farm, webfarm, with the real-server mem-
bers, webserver1 and webserver2, for HTTP on port 80. The http-probe will 
monitor all of the servers in the server farm to ensure that the HTTP service 
is available.

Procedure 4 Configure inband-health checking

Inband-health checking on Cisco ACE monitors return traffic and looks for 
failures from the real servers to the clients. It can identify, faster than active 
probes, when a server is having issues. When a failure is detected, the 
following modes are available:

•	 Count—Logs the failures locally on Cisco ACE, allowing you to view 
server issues from the CLI.

•	 Log—Triggers a syslog message to be sent to a Network Management 
System (NMS), as well as keeping the log locally on Cisco ACE.

•	 Remove—Triggers a log and takes the server out of service. 

In this procedure, Log mode is used. This is because a small amount of 
errors of this type are normal on servers. Without more information about 
the server farm, using Remove mode could mean that the threshold would 
be too low and would take a system out of service unnecessarily, or too 
high and not take a failing server out of service. Log mode allows you to see 
errors and identify which real sever is having problems. Procedure 5, below, 
is an optional procedure that gives you guidance on using Remove mode.

Step 1:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Server	
Farms,	select webfarm,	and then click View/Edit.

Step 2:  On the Edit Server Farm dialog box, enter the following values, and 
then click Deploy	Now.

•	 Inband-Health Check—Log

•	 Connection Failure Threshold Count—5

•	 Reset Timeout (Milliseconds)—500

Servers in the webfarm are now being monitored for TCP errors. If five errors 
occur within a 500-ms period, a syslog message will be sent to the NMS. 
If there is not a syslog server available on the network, the inband-health 
check can be set to use Count mode, and local statistics will be maintained 
on Cisco ACE and can be checked from the CLI.

Step 3:  At the bottom of the Server	Farms window, click the Retcode	Map 
tab, and then click Add.
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Step 4:  On the New Retcode Map dialog box, enter the following values, 
and then click Deploy	Now.

•	 Lowest Retcode—404

•	 Highest Retcode—404

•	 Type—Log

•	 Threshold—5

•	 Reset—10

If, within a 10-second period, a server in the webfarm responds to a client 
five times with the HTTP return code 404, a syslog message will be sent to 
the NMS.

Step 5:  At the bottom of the Server	Farms window, click the Retcode	Map 
tab, and then click Add.

Step 6:  On the New Retcode Map dialog box, enter the following values, 
and then click Deploy	Now.

•	 Lowest Retcode—500

•	 Highest Retcode—505

•	 Type—Log

•	 Threshold—5

•	 Reset—10

If, within a 10-second period, a server in the webfarm responds to a client 
five times with the HTTP return code in the range of 500 to 505, a syslog 
message will be sent to the NMS.

Step 7:  Navigate to Config	>	Virtual	Contexts	>	System	>	Syslog, and 
then check Enable	Syslog.

Step 8:  On the Log	Host tab, click Add, enter 10.4.48.35,	and then click 
Deploy	Now.

Step 9:  On the Syslog	dialog box, click Deploy	Now.

Now the syslog messages that are triggered by the inband-health checks 
are sent to the syslog server at 10.4.48.35.
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Procedure 5 Configure Remove mode

(Optional)

By following this procedure, you can configure inband-health checking to 
remove malfunctioning servers from the server farm. Before the inband-
health checking is set to remove servers, there is some information that 
must be gathered about the server farm. The feature counts the number 
of errors over a specific interval and will remove a server that exceeds the 
configured threshold. As discussed in Procedure 4, a certain number of TCP 
and HTTP error is normal, so care must be taken not to set the threshold too 
low and cause a healthy server to be taken out of service.

If not already configured, use Procedure 4, above, to set up inband-health 
checking in either Log or Count mode for the server farm, webfarm.

Step 1:  Connect to the primary ACE appliance CLI and enter the sh	server-
farm	webfarm command. You should see a connection count and failure 
number per real server.

serverfarm     : webfarm, type: HOST
 total rservers : 2
 state          : ACTIVE
 DWS state      : DISABLED
------------------------------------------connections-----------
  real                weight state    current    total   failures
---+---------------------+------+------------+----------+--------
rserver: webserver1
10.4.49.111:80        8   OPERATIONAL     0        2         0
rserver: webserver2
10.4.49.112:80        8   OPERATIONAL     0        2         0

Monitor this information for the duration of a normal business cycle for the 
application on the servers; this could range from a day to several weeks. 
From this information, you should be able to assess the percentage of failed 
connections for the set of real-severs in the server farm. This is your base-
line error rate. You also need to know the average connections per second 
(CPS) for the servers in the server farm.

To configure Remove mode in inband-health checking, you need to deter-
mine the error threshold, monitoring interval, and resume-service interval. In 
this guide, a 500 CPS and a normal error-rate of 0.05% is used, and a server 
is taken out of service when the connection error rate reaches 0.5%. The 

default sample rate for health checking on Cisco ACE is 100 ms. You need 
to calculate the number of errors needed to reach 0.5%. If the connection 
rate is 500 CPS, then at a 100-ms sample rate, you will see 50 connections 
per interval. A 0.5% error-rate for 50 connections is only .25 connections. 
The minimum threshold you can set is one, which gives you a 2% error-rate, 
which still does not hit your target of 0.5%. The easy way to hit the target 
error-rate is to increase the sample rate to 400 ms. A threshold of one would 
hit an error rate of 0.5%, but if you do this a single error will take the server 
out of service. Some errors are normal so you don’t want to do this. Instead, 
you can increase the interval to 1000-ms and set the threshold to three. With 
this configuration, you are at a 0.6% error rate, which is very close to your 
target.

Step 2:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Server	
Farms, select webfarm click View/Edit.

Step 3:  	On the Edit Server Farm dialog box enter the following values and 
then click Deploy	Now:

•	 Inband-Health Check—Remove

•	 Connection Failure Threshold Count—3

•	 Reset Timeout (Milliseconds)—1000

•	 Resume Service (Seconds)—300
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With this configuration, if three errors are received in one-second, then the 
server will be taken out of service. Resume is set to 300-seconds, so the 
server will go back into service after five minutes. If you want the server to 
stay out of service until someone manually intervenes, then do not set a 
value for resume.

Cisco ACE uses reset =100 ms as the default value. It is recom-
mended that you use the default, unless the traffic to the VIP is 
very low.

Tech Tip

Procedure 6 Configure a NAT pool

Step 1:  Navigate to Config	>	Virtual	Contexts	>	Network	>	NAT	Pools, and 
then click Add.

Step 2:  On the New NAT Pool dialog box, enter the following values, and 
then click Deploy	Now.

•	 Start IP Address—10.4.49.99

•	 End IP Address—10.4.49.99

•	 Netmask—255.255.255.0

Procedure 7 Configure a virtual server

Step 1:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Virtual	
Servers, and then click Add.

Step 2:  On the Properties dialog box, enter the following values:

•	 Virtual Server Name—http-vip

•	 Virtual IP Address—10.4.49.100

•	 VLAN—149

Step 3:  On the Default L7 Load-Balancing Action dialog box, in the Server	
Farm list, choose webfarm, and then select Deflate.
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Step 4:  On the NAT dialog box, click Add, click OK , and then click Deploy	
Now.

Clients going to the virtual IP, 10.4.49.100 on port 80, will be load-balanced 
across the real servers, webserver1 and webserver2, in the server farm, 
webfarm.

Load-Balancing and SSL-Offloading for HTTPS Servers

1. Configure real servers

2. Configure a server farm

3. Configure SSL proxy service

4. Configure HTTP-cookie sticky service

5. Configure a virtual server

6. Configure an HTTP to HTTPS Redirect

Process

You can configure a group of servers for load balancing, in which the Cisco 
ACE appliance performs all of the SSL processing, thereby offloading it from 
the servers.

Procedure 1 Configure real servers

In this procedure you will add the real servers, across which the Cisco ACE 
appliance will load-balance client SSL connections.

Step 1:  Open a browser window and enter https://10.4.49.119 into the 
address field. The Cisco ACE GUI opens.

Step 2:  In the Username box, type admin. In the Password box, type the 
password you configured in Procedure 1, Step 1, and then click Log	In.

Step 3:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Real	
Servers, and then click Add.

Step 4:  On the New Real Server dialog box, enter the following values, and 
then click Deploy	Now.

•	 Name—webserver3

•	 IP Address—10.4.49.113

•	 Probes—icmp-probe

Step 5:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Real	
Servers, and then click Add.

Step 6:  On the New Real Server dialog box, enter the following values, and 
then click Deploy	Now.

•	 Name—webserver4

•	 IP Address—10.4.49.114

•	 Probes—icmp-probe
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In this example, the ICMP-probe monitors the real servers, thereby ensuring 
that the server is monitored, rather than a specific service. This is the most 
flexible configuration and allows load-balancing for multiple services on a 
single physical or virtual server.

You have just configured the two web servers. If you have additional servers 
that you plan on using, you can configure them now by repeating Procedure 
1.

Procedure 2 Configure a server farm

A server farm is a pool of real servers that you can use to connect to the 
VIP-address that the clients will use to connect to the HTTP service.

Step 1:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Server	
Farms, and then click Add.

Step 2:  On the New Server Farm dialog box, enter the following values, and 
then click Deploy	Now.

•	 Name—appfarm

•	 Probes—http-probe

Step 3:  On the Real Server tab, click Add.

Step 4:  On the New Real Server dialog box, in the Name list, choose 
webserver3, and then in the Port box, enter 80 for HTTP. 

Step 5:  Click Deploy	Now.

Step 6:  Click Deploy	Now.

Step 7:  On the Real Server tab, click Add.

Step 8:  On the New Real Server dialog box, in the Name list, choose 
webserver4, and then in the Port box, enter 80. 

Step 9:  Click Deploy	Now.

Step 10:  On the Edit Server Farm dialog box, click Deploy	Now.

You have just created the server farm, appfarm, with the real-server mem-
bers, webserver3 and webserver4, for HTTP on port 80. The Cisco ACE 
appliance will perform all of the SSL-processing so, even though clients will 
access the application on these servers via HTTPS, the traffic from Cisco 
ACE to the servers will happen over port 80. The http-probe will monitor all 
of the servers in the server farm to ensure that the HTTP service is available.

Procedure 3 Configure SSL proxy service

In order for Cisco ACE to offload the SSL processing, you need to configure 
an SSL proxy service. In this guide, the Cisco sample key and certificate is 
used. However, in a production deployment, you would most likely purchase 
a certificate from a trusted certificate authority (CA).

Step 1:  Navigate to Config	>	Virtual	Contexts	>	SSL	>	Proxy	Service, and 
then click Add.

Step 2:  On the New Proxy Service dialog box, in the Name box, enter 
app-ssl-proxy.
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Step 3:  Select both cisco-sample-key	and cisco-sample-cert, and then 
click Deploy	Now.

Procedure 4 Configure HTTP-cookie sticky service

The HTTP-cookie sticky service keeps traffic from a client stuck to a single 
real-server. This is useful when state could be lost if the client connection 
was balanced across several servers.

Step 1:  Navigate to Config	>	Virtual	Contexts	>	Load	
Balancing	>	Stickiness, and then click Add.

Step 2:  On the New Sticky Group dialog box, in the Group	Name box, enter 
app-sticky.

Step 3:  In the Type list, choose HTTP	Cookie, and then in the Cookie	
Name box, enter APPSESSIONID.

Step 4:  Select both Enable	Insert and Browser	Expire.

Step 5:  Next to Sticky Server Farm, select appfarm, and then click Deploy	
Now.

Procedure 5 Configure a virtual server

Step 1:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Virtual	
Servers, and then click Add.

Step 2:  On the Properties dialog box, enter the following values:

•	 Virtual Server Name—https-vip

•	 Virtual IP Address—10.4.49.101

•	 Application Protocol—HTTPS

•	 VLAN—149
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Step 3:  On the SSL Termination dialog box, in the Proxy	Service	Name list, 
choose app-ssl-proxy.

Step 4:  On the Default L7 Load-Balancing Action dialog box, in the Primary	
Action list, choose Sticky.

Step 5:  In the Sticky	Group list, choose app-sticky	(HTTP	Cookie), and 
then select Deflate.

Step 6:  On the NAT dialog box, click Add, click OK , and then click Deploy	
Now.

Clients going to the virtual IP, 10.4.49.101 on port 443, will be load-balanced 
across the real-servers, webserver3 and webserver4, in the server farm, 
appfarm. Cisco ACE will terminate the SSL session and load-balance the 
connections to the real-servers over standard HTTP on TCP port 80.

Procedure 6 Configure an HTTP to HTTPS Redirect

(Optional)

It is often preferable to have HTTP traffic redirected to HTTPS to ensure that 
connections to that service are encrypted. By following this procedure, you 
can create a service that redirects any HTTP traffic directed to 10.4.49.101 to 
the HTTPS service configured above.

Step 1:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Real	
Servers, and then click Add.

Step 2:  On the New Real Server dialog box, enter the following values, and 
then click Deploy	Now.

•	 Name—redirect1

•	 Type—Redirect

•	 Web Host Redirection—https://%h%p

•	 Redirection Code—302

Step 3:  Navigate to Config	>	Virtual	Contexts	>	Load	Balancing	>	Server	
Farms, and then click Add.
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Step 4:  On the New Server Farm dialog box, enter the following values, and 
then click Deploy	Now.

•	 Name—http-redirect

•	 Type—Redirect

Step 5:  On the Real Server tab, click Add.

Step 6:  On the New Real Server dialog box, select redirect1, and then click 
Deploy	Now.

Step 7:  On the Edit Server Farm dialog box, click Deploy	Now.

Step 8:  Navigate to Config >	Virtual	Contexts	>	Load	Balancing	>	Virtual	
Servers, and then click Add.

Step 9:  On the Properties dialog box, enter the following values:

•	 Virtual Server Name—http-vip-redirect

•	 Virtual IP Address—10.4.49.101

•	 VLAN—149

Step 10:  On the Default L7 Load-Balancing Action dialog box, in the Server	
Farm list, choose http-redirect, and then click Deploy	Now.

file:///C:/_VSS%20local%20files/SBA%20guides%20-%20Aug12/501%20-%20DC%20Adv%20Serv%20Load%20Bal%20Dep/source/javascript:__mi_click(this,'left_menu',%20'/config/devices')
file:///C:/_VSS%20local%20files/SBA%20guides%20-%20Aug12/501%20-%20DC%20Adv%20Serv%20Load%20Bal%20Dep/source/javascript:__mi_click(this,'left_menu',%20'/config/devices/lb')
file:///C:/_VSS%20local%20files/SBA%20guides%20-%20Aug12/501%20-%20DC%20Adv%20Serv%20Load%20Bal%20Dep/source/javascript:__mi_click(this,'left_menu',%20'/config/devices/lb/vs')
file:///C:/_VSS%20local%20files/SBA%20guides%20-%20Aug12/501%20-%20DC%20Adv%20Serv%20Load%20Bal%20Dep/source/javascript:__mi_click(this,'left_menu',%20'/config/devices/lb/vs')


22Appendix A: Product ListAugust 2012 Series

Appendix A: Product List

Data Center Services 

Functional Area Product Description Part Numbers Software

Application Resiliency Cisco ACE 4710 Application Control Engine 2Gbps ACE-4710-02-K9 A5(1.2)

Cisco ACE 4710 Application Control Engine 1Gbps ACE-4710-01-K9

Cisco ACE 4710 Application Control Engine 1Gbps 2-Pack ACE-4710-2PAK

Cisco ACE 4710 Application Control Engine 500 Mbps ACE-4710-0.5-K9

Data Center Core

Functional Area Product Description Part Numbers Software

Core Switch Cisco Nexus 5596 up to 96-port 10GbE, FCoE, and Fibre Channel SFP+ N5K-C5596UP-FA NX-OS 5.1(3)N1(1a)

Layer 3 LicenseCisco Nexus 5596 Layer 3 Switching Module N55-M160L30V2

Cisco Nexus 5548 up to 48-port 10GbE, FCoE, and Fibre Channel SFP+ N5K-C5548UP-FA

Cisco Nexus 5548 Layer 3 Switching Module N55-D160L3

Server Room

Functional Area Product Description Part Numbers Software

Stackable Ethernet Switch Cisco Catalyst 3750-X Series Stackable 48 Ethernet 10/100/1000 ports WS-C3750X-48T-S 15.0(1)SE2

IP BaseCisco Catalyst 3750-X Series Stackable 24 Ethernet 10/100/1000 ports WS-C3750X-24T-S

Cisco Catalyst 3750-X Series Four GbE SFP ports network module C3KX-NM-1G
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Appendix B: Configuration

This Cisco ACE 4710 appliance is one of a resilient pair that provide Layer 
4 through Layer 7 switching services. The configuration below is the from 
the primary appliance of the pair of Cisco ACS 4710s. The configuration of 
the secondary Cisco ACE appliance is identical except that the hostname 
is unique per appliance and that the interface and failover IP address are 
reversed.

no ft auto-sync startup-config

logging enable
logging timestamp
logging trap 5
logging host 10.4.48.35 udp/514 format emblem 

boot system image:c4710ace-t1k9-mz.A5_1_2.bin

peer hostname ACE4710-B
hostname ACE4710-A 
interface gigabitEthernet 1/1
  channel-group 1
  no shutdown
interface gigabitEthernet 1/2
  channel-group 1
  no shutdown
interface gigabitEthernet 1/3
  shutdown
interface gigabitEthernet 1/4
  shutdown
interface port-channel 1
  ft-port vlan 912
  switchport trunk native vlan 1

  switchport trunk allowed vlan 149
  no shutdown

ntp server 10.4.48.17

access-list ALL line 8 extended permit ip any any 

probe http http-probe
  request method head
  expect status 200 200
probe icmp icmp-probe

rserver redirect redirect1
  conn-limit max 4000000 min 4000000
  webhost-redirection https://%h%p 302
  inservice
rserver host webserver1
  ip address 10.4.49.111
  conn-limit max 4000000 min 4000000
  probe icmp-probe
  inservice
rserver host webserver2
  ip address 10.4.49.112
  conn-limit max 4000000 min 4000000
  probe icmp-probe
  inservice
rserver host webserver3
  ip address 10.4.49.113
  conn-limit max 4000000 min 4000000
  probe icmp-probe
  inservice
rserver host webserver4
  ip address 10.4.49.114
  conn-limit max 4000000 min 4000000
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  probe icmp-probe
  inservice

serverfarm host appfarm
  probe http-probe
  rserver webserver3 80
    conn-limit max 4000000 min 4000000
    inservice
  rserver webserver4 80
    conn-limit max 4000000 min 4000000
    inservice
serverfarm redirect http-redirect
  rserver redirect1
    conn-limit max 4000000 min 4000000
    inservice
serverfarm host webfarm
  probe http-probe
  inband-health check remove 3 reset 1000 resume-service 300
  retcode 404 404 check log 5 reset 10
  retcode 500 505 check log 5 reset 10
  rserver webserver1 80
    conn-limit max 4000000 min 4000000
    inservice
  rserver webserver2 80
    conn-limit max 4000000 min 4000000
    inservice

sticky http-cookie APPSESSIONID app-sticky
  cookie insert browser-expire
  serverfarm appfarm

ssl-proxy service app-ssl-proxy
  key cisco-sample-key
  cert cisco-sample-cert

class-map type http loadbalance match-any default-compression-
exclusion-mime-type

  description DM generated classmap for default LB compression 
exclusion mime types.
  2 match http url .*gif
  3 match http url .*css
  4 match http url .*js
  5 match http url .*class
  6 match http url .*jar
  7 match http url .*cab
  8 match http url .*txt
  9 match http url .*ps
  10 match http url .*vbs
  11 match http url .*xsl
  12 match http url .*xml
  13 match http url .*pdf
  14 match http url .*swf
  15 match http url .*jpg
  16 match http url .*jpeg
  17 match http url .*jpe
  18 match http url .*png
class-map match-all http-vip
  2 match virtual-address 10.4.49.100 tcp eq www
class-map match-all http-vip-redirect
  2 match virtual-address 10.4.49.101 tcp eq www
class-map match-all https-vip
  2 match virtual-address 10.4.49.101 tcp eq https
class-map type management match-any remote_access
  2 match protocol xml-https any
  3 match protocol icmp any
  4 match protocol telnet any
  5 match protocol ssh any
  6 match protocol http any
  7 match protocol https any
  8 match protocol snmp any

policy-map type management first-match remote_mgmt_allow_policy
  class remote_access
    permit
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policy-map type loadbalance first-match http-vip-l7slb
  class default-compression-exclusion-mime-type
    serverfarm webfarm
  class class-default
    serverfarm webfarm
    compress default-method deflate
policy-map type loadbalance first-match http-vip-redirect-l7slb
  class class-default
    serverfarm http-redirect
policy-map type loadbalance first-match https-vip-l7slb
  class default-compression-exclusion-mime-type
    sticky-serverfarm app-sticky
  class class-default
    compress default-method deflate
    sticky-serverfarm app-sticky

policy-map multi-match int149
  class http-vip
    loadbalance vip inservice
    loadbalance policy http-vip-l7slb
    nat dynamic 1 vlan 149
  class https-vip
    loadbalance vip inservice
    loadbalance policy https-vip-l7slb
    nat dynamic 1 vlan 149
    ssl-proxy server app-ssl-proxy
  class http-vip-redirect
    loadbalance vip inservice
    loadbalance policy http-vip-redirect-l7slb

interface vlan 149
  ip address 10.4.49.119 255.255.255.0
  peer ip address 10.4.49.120 255.255.255.0
  access-group input ALL
  nat-pool 1 10.4.49.99 10.4.49.99 netmask 255.255.255.0 pat
  service-policy input remote_mgmt_allow_policy
  service-policy input int149

  no shutdown

ft interface vlan 912
  ip address 10.255.255.1 255.255.255.0
  peer ip address 10.255.255.2 255.255.255.0
  no shutdown

ft peer 1
  heartbeat interval 300
  heartbeat count 10
  ft-interface vlan 912
ft group 1
  peer 1
  associate-context Admin
  inservice

ip route 0.0.0.0 0.0.0.0 10.4.49.1

snmp-server community cisco group Network-Monitor

  

username admin password 5 ******  role Admin domain default-
domain
username www password 5 ******  role Admin domain default-domain 
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Appendix C: Changes

This appendix summarizes the changes to this guide since the previous 
Cisco SBA series.

•	 We updated the Cisco ACE software to version A5(1.2)

•	 We added inband health checking for TCP and HTTP traffic

•	 We added details on connectivity to Cisco Nexus 5500 Series switches.
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