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Executive Summary
Video is exploding onto corporate networks, exponentially increasing bandwidth utilization and 
radically shifting traffic patterns. The development of newer video codecs, faster PC processors, and the 
emergence of web conferencing have converged to create a dramatic increase in the use of desktop video 
collaboration. Enterprise organizations are increasingly turning to collaborative technologies to increase 
productivity, scale expertise, and reduce travel costs. In order to take a proactive approach to the growth 
of video, the network administrator must understand the various services that a medianet can provide to 
help facilitate the convergence of desktop video collaboration onto the IP network infrastructure. This 
solution document provides a high level summary of the various services that a medianet provides for 
desktop video collaboration, based on Enterprise Solutions Engineering (ESE) Places-in-the-Network 
(PIN) architectures.

Desktop Video Collaboration Key Drivers
Although desktop video conferencing has been available for nearly a decade, recent advances in 
technology are driving a resurgence of interest in its use. These advancements include new video codec 
standards, advancements in personal computer hardware, and the integration of desktop video 
conferencing within collaborative software suites. Because of this integration, the term desktop video 
collaboration will be used interchangeably with desktop video conferencing within this document—in 
order to highlight the fact that video is rapidly becoming one component of a growing suite of 
collaborative applications that enhance business productivity. 
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  Business Benefits of Desktop Video Collaboration
Video Codec Standards Development
Early video codecs were typically designed for room-based video conferencing systems that operate over 
relatively high bandwidths. When applied to desktop video collaboration, video frame rates were often 
decreased and smaller video formats utilized—in order to fit the available bandwidth. The end result was 
often postage stamp-sized video with poor resolution and unnatural motion. However, the recent 
development of the H.264 video codec standard has begun to allow higher quality video at lower 
bandwidths for a given video resolution. This combination of superior video quality at lower bandwidth 
utilization per call has made it more feasible to support desktop video collaboration over a wider range 
of IP networking infrastructures. 

Integration of Video Support into PCs
The support of the newer H.264 video codec standard within applications running on generic personal 
computers—along with the steady increase in processor speeds and the integration of webcams into 
laptops—has helped to drive the growth of desktop video collaboration. The net result is that more and 
more video conferencing-capable endpoints are being deployed across enterprise networks. This is also 
driving an increased use of available bandwidth for desktop video collaboration across enterprise 
networks. 

Integration with Collaborative Software Applications
The overall trend in desktop video conferencing endpoints has been a steady evolution in functionality, 
beginning with standalone hardware-based video phones, then to separate video-conferencing software 
applications running on personal computers, and finally to integrated collaborative software suites that 
bundle text messaging, voice mail access, and presence—along with audio and video conferencing 
capabilities. Another recent direction has been the integration of desktop video conferencing capabilities 
into web conferencing which again offers text messaging, presence, recording capabilities, 
desktop/application sharing capabilities, and so on—all targeted for multipoint meeting environments. 

This steady evolution has resulted in a greater number of desktop video collaboration-enabled endpoints 
on the network. Today, any PC with a web browser and webcam can potentially participate in desktop 
video collaboration. Furthermore, whereas desktop video conferencing was at one time primarily a 
point-to-point application, it is rapidly becoming a multipoint application with the development of web 
conferencing

Business Benefits of Desktop Video Collaboration
The adoption of desktop video collaboration technology has enabled enterprises to capture the business 
benefits of increased productivity, through more effective meetings. This can translate to more rapid 
implementation of corporate strategy and faster time-to-market through increased decision making 
resulting from those meetings. 

As globalization continues to increase, enterprise organizations are often challenged with developing 
and sustaining expertise. Desktop video collaboration offers an additional means of scaling the expertise 
of key personnel around the world—without them ever having to leave their desks. In addition, 
enterprises can benefit from reduced travel expense and increased productivity due to reduced downtime 
associated with business travel. 
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  Benefits of Enabling the Network for Video Collaboration
Finally, desktop video collaboration offers a means for enterprises to maintain a positive corporate image 
by reducing carbon emissions through decreased travel as social and governmental pressures mount to 
address the growing concern of global warming. 

Benefits of Enabling the Network for Video Collaboration
In order to maximize the business benefits of increased productivity through the use collaborative tools 
(including desktop video conferencing), enterprises must enable their network infrastructures to support 
such technology. Enabling the network infrastructure to support desktop video collaboration helps to 
minimize or eliminate any disruption of service or periods of degraded quality—both of which detract 
from the productivity and effectiveness of meetings. Furthermore, enabling the network to support 
desktop video collaboration also helps to minimize or eliminate disruptions to other business critical 
applications as network demands for collaborative tools continue to increase.

Desktop Video Collaboration Components
Desktop video collaboration can be divided into the following components: endpoints, session 
controllers (which provide session control services), and conferencing servers (which provide bridging 
services). Additional services might be deployed for meeting scheduling or might be integrated within 
conferencing servers. 

Endpoints
Desktop video collaboration endpoints include hardware-based devices, custom-built software 
applications, and generic software applications (web browsers with plugins). Custom-built software may 
be standalone video conferencing applications or integrated with additional collaborative tools such as 
presence, text messaging, and application / desktop sharing. Generic software applications such as web 
browsers typically access web conferences which provide collaborative tools such as presence, text 
messaging, application/desktop sharing, and recording—in addition to audio and video conferencing 
support. Table 1 highlights some of the Cisco desktop video collaboration endpoints and their uses.
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  Benefits of Enabling the Network for Video Collaboration
Table 1 Cisco Desktop Video Collaboration Endpoints

Endpoint Type Key Benefits 

Cisco IP Phone 7985G Hardware endpoint Can be used for standalone point-to-point or multipoint audio and video 
conferencing. 

Can also be integrated with Cisco Unified MeetingPlace 7.0 or 
MeetingPlace Express 2.0 to provide audio and video conferencing 
support within a web conference. Separate PC is required for 
desktop/application sharing, text messaging/chat, presence, white 
boarding, meeting recording and so on within the MeetingPlace web 
conference. 

Cisco Unified Video 
Advantage (CUVA) with 
IP Phone or IP 
Communicator

Hardware and software 
endpoint

Can be used for standalone point-to-point or multipoint audio and video 
conferencing. 

Can also be integrated with Cisco Unified MeetingPlace 7.0 or 
MeetingPlace Express 2.0 to provide audio and video conferencing 
support within a web conference. Desktop/application sharing, text 
messaging/chat, presence, white boarding, meeting recording, and so 
on within the MeetingPlace web conference is provided through the PC 
that also runs CUVA.

Cisco Unified Personal 
Communicator (CUPC) 
with soft phone

Software endpoint Can be used for standalone point-to-point or multipoint audio and video 
conferencing. Also provides presence, text messaging, directory 
services, and voice mail access; integrated within the application suite. 

Can also be integrated with Cisco Unified MeetingPlace 7.0 or 
MeetingPlace Express 2.0 to provide audio and video conferencing 
support within a web conference. Desktop/application sharing, text 
messaging/chat, presence, white boarding, message recording, and so 
on within the MeetingPlace web conference is provided through the PC 
that also runs CUPC.

Cisco Unified 
Videoconferencing 
Manager (CUV-M) 
Desktop 5.6

Software endpoint Can be used for multipoint audio and video conferencing (via webcam 
and QuickTime plug-in).

Requires CUV-M, Cisco Unified Video (CUV) Desktop Server, and 
Multipoint Control Unit (MCU) in order to provide audio and video 
conferencing as well as presence, text messaging/chat, and H.239 data 
sharing.

Cisco WebEx web 
conferencing

Web browser 
(generic software) with 
webcam

Can be used for audio and video conferencing (via webcam) through a 
WebEx web conference. Practical applications send video through the 
browser session, but implement audio callback to a separate IP 
phone—or dial-in from a separate IP phone—for business quality 
audio. 

Desktop/application sharing, text messaging/chat, presence, white 
boarding, meeting recording, and so on provided within the WebEx web 
conference. Integration with Cisco Unified MeetingPlace 7.0 allows 
combined internally and externally hosted web conferences with audio.
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  Benefits of Enabling the Network for Video Collaboration
Session Controllers
From the perspective of desktop video conferencing, session controllers refer to devices that handle the 
call signaling which initiate and terminate audio and video sessions. These include traditional VoIP 
call-signaling platforms, such as the Cisco Unified Communications Manager (CUCM)—as well as 
H.323 gatekeeper functionality (either integrated within Cisco IOS routers, or other platforms, such as 
the CUV-M).

It should also be noted that, from the perspective of collaborative applications integrated with desktop 
video conferencing, session controllers may also include control of data sessions such as presence, text 
messaging/chat, and desktop/application sharing. These are not discussed within this document. 

Conferencing Servers
Conferencing servers provide support for multipoint desktop video conferencing—either as standalone 
calls, or within a web conference. Often referred to as Multipoint Control Units (MCU), they include 
devices that provide audio and video switching, and potentially transcoding and transrating services for 
desktop video conferencing endpoints that support different frame rates and video formats. 
Conferencing servers may also include scheduling functions—either accessed directly through web 
interfaces on the conferencing server or via integration with E-mail and calendaring systems (such as 
those found in Microsoft Exchange/Outlook or IBM Lotus Domino/Notes). 

Table 2 lists the Cisco products that provide video conferencing server functionality.

Table 2 Cisco Desktop Video Collaboration Conferencing Servers

Conferencing Server Key Benefits

Cisco Unified Video Conferencing (CUVC) 35xx Series Provides support for scheduled and ad hoc multipoint 
desktop and room-based video conferencing with 
transcoding and transrating. Basic scheduling functionality 
provided via web interface when deployed as a standalone 
device. 

Cisco Unified MeetingPlace 7.0 Integrated rich-media solution consisting of application 
servers, integration servers, and media servers that provide 
scheduled multipoint audio and video conferencing and 
web-conferencing services in medium-to-large sized 
enterprise deployments. Scheduling functionality is 
integrated with E-mail/calendaring systems, such as 
Microsoft Exchange/Outlook and IBM Lotus Domino/Notes. 
Supports integration with Cisco WebEx for combined 
internally and externally hosted audio, video, and web 
conferences. 

Cisco Unified MeetingPlace Express 2.0 Provides reservationless and scheduled support for 
multipoint audio and video conferencing, as well as web 
conferencing services for small-to-medium sized enterprise 
deployments. Does not provide transcoding or transrating. 
Scheduling functionality integrated with E-mail and 
calendaring systems, such as Microsoft Exchange/Outlook. 
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  Deployment Models
Deployment Models
As a result of the ongoing evolution of desktop video collaboration from standalone hardware to part of 
an integrated software suite, various deployment models currently exist. Cisco offers two deployment 
models discussed in the following sections:

• Cisco Unified Video Conferencing, page 6

• Cisco WebEx Web Conferencing, page 10

• Cisco MeetingPlace and WebEx Integration, page 10

Cisco Unified Video Conferencing 
Cisco Unified Video Conferencing deployments are targeted for customers planning to deploy and 
support voice, video and web conferencing services entirely within their organizations. CUVC 
deployments can be implemented with or without integration with Cisco Unified MeetingPlace. When 
deployed without Cisco Unified MeetingPlace, CUVC deployments provide point-to-point and 
multipoint video conferencing with basic scheduling support. An example of this type of deployment is 
shown in Figure 1.

Cisco Unified MeetingPlace Express VT 2.0 Provides support for ad hoc multipoint and audio and video 
conferencing for small enterprise deployments. Does not 
provide transcoding or transrating.

Cisco Unified Videoconferencing Manager (CUV-M) 5.6 For customers that do not need the full rich-media 
capabilities of Cisco Unified MeetingPlace, CUV-M can be 
deployed along with the CUVC 35xx Series MCUs in order 
to provide support for scheduled and ad hoc multipoint 
desktop audio and video conferencing through the CUV-M 
Desktop web application and webcam.

Table 2 Cisco Desktop Video Collaboration Conferencing Servers

Conferencing Server Key Benefits
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  Deployment Models
Figure 1 Cisco Unified Video Conferencing without MeetingPlace Integration

Cisco Unified Video Conferencing deployments rely on hardware endpoints, such as the Cisco IP Phone 
7985G, or custom-built software endpoints, such as Cisco Unified Video Advantage (CUVA) with Cisco 
IP Communicator or IP Phone, and Cisco Unified Personal Communicator (CUPC). H.323 endpoints are 
also supported, typically via the gatekeeper functionality running on a Cisco IOS router platform. A 
Cisco Unified Communications Manager (CUCM) cluster provides resilient call signaling services. The 
Cisco Unified Video Conferencing (CUVC) 35xx Series functions as the MCU—providing multipoint 
services with transrating and transcoding support for the audio and video, if needed. This type of 
deployment provides no scheduling integration with E-mail/calendaring systems such as Microsoft 
Outlook/Exchange or IBM Lotus Domino/Notes and no web conferencing support. 

An alternative for basic multipoint videoconferencing is the deployment of the Cisco Unified 
Videoconferencing Manager (CUV-M) 5.6 solution as shown in Figure 2.
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  Deployment Models
Figure 2 Cisco Unified Videoconferencing Manager (CUV-M) 5.6 Solution

The CUV-M 5.6 solution does not utilize hardware endpoints, such as the Cisco IP Phone 7985G, or 
custom-built software endpoints, such as CUVA with IP Communicator or an IP Phone, or the Cisco 
Unified Personal Communicator (CUPC). These endpoints are designed to provide high quality audio 
and video. Instead, it relies on the CUV-M Desktop web application running on a PC for basic voice, 
video and data sharing capabilities. The CUV Desktop Server functions as an H.323 proxy between the 
CUV-M Desktop clients and the MCU with the CUV-M providing both scheduling/management 
functionality and H.323 gatekeeper functionality.

For customers that require full web conferencing and rich-media capabilities, the Cisco Unified Video 
Conferencing deployment can be integrated with Cisco Unified MeetingPlace 7.0—as shown in 
Figure 3.
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  Deployment Models
Figure 3 Cisco Unified Video Conferencing with MeetingPlace 7.0 Integration

The Cisco Unified MeetingPlace 7.0 components consist of the following:

• MeetingPlace Application Server—Provides web-based administration and conferencing control for 
the MeetingPlace solution.

• MeetingPlace Media Servers—Provide audio and video MCU services (mixing, transcoding, and so 
on) for the MeetingPlace solution. 

• MeetingPlace Integration Services—Provides services to integrate the MeetingPlace solution to 
other applications, such as Microsoft Outlook, IBM Lotus Domino, web conferencing, and so on. 
May be integrated together on one or more physical servers. 

The Cisco Unified Video Conferencing with MeetingPlace 7.0 is targeted for large enterprise 
deployments. For medium-sized enterprises, Cisco Unified MeetingPlace Express 2.0 can be separately 
deployed. This type of deployment still provides scheduled audio, video, and web conferencing, but does 
not rely on the MeetingPlace Media Servers. Since audio and video switching is done in software within 
MeetingPlace Express, transcoding or transrating of the audio or video is not supported. However, for 
medium sized enterprise customers that implement a single type of desktop video conferencing endpoint, 
this might completely meet business requirements. 
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  SLA Determination
For very small deployments, Cisco offers Cisco Unified Video Conferencing with MeetingPlace Express 
VT 2.0. This type of deployment provides ad hoc audio and video conferencing. Again, because it does 
not rely on the MeetingPlace Media Servers, transcoding or transrating of the audio or video is not 
supported. However, for a very small enterprise that deploys a single type of desktop video conferencing 
endpoint, this might completely meet their business requirements as well.

Cisco WebEx Web Conferencing
Cisco WebEx web conferencing is targeted for customers who do not wish to deploy and support web 
conferencing services within their organizations. All conferencing services are located within the 
WebEx network. Customers simply schedule and access the WebEx network for web conferences on a 
fee-based model. In this model, desktop video conferencing support is offered through a PC webcam as 
part of an overall web conference. No specialized software or hardware client is used for desktop video 
conferencing. Instead, video is embedded within the web browser to the WebEx conference. In order to 
provide business quality audio, WebEx conferences provide an audio dial-back or dial-in function, which 
can be accessed by a separate IP phone or traditional telephone. 

Cisco MeetingPlace and WebEx Integration
Cisco provides integration of MeetingPlace 7.0 with WebEx in order to support internally hosted and 
externally hosted web conferences with audio. In this model, the web conference component is hosted 
on WebEx servers within the WebEx MediaTone Network. Desktop video support is offered through a 
PC webcam with the video embedded within the web browser of the WebEx web conference. Integrated 
WebEx/MeetingPlace meetings can be scheduled either via MeetingPlace or via WebEx.

SLA Determination
From the perspective of enabling desktop video collaboration across the network infrastructure, the 
video media itself presents the greatest challenge. In order to properly enable desktop video 
collaboration within a network, it is essential to first characterize key service-level agreement (SLA) 
parameters to be met for the particular video component. The following list summarizes the key 
considerations in determining the appropriate SLA for a given implementation:

• Bandwidth—The amount of bandwidth utilized per desktop video conference call is typically at the 
discretion of the network administrator and based on the business requirements of the enterprise. 
Typical video rates can be as much as 1.5 Mbps for standard definition desktop video conferencing 
systems. High frame rates (up to 30 fps) and larger video formats (CIF and 4CIF) typically lead to 
better video quality, with the trade-off being higher bandwidth utilization. Keep in mind that 
application sharing components bundled with collaboration tools require additional bandwidth on 
top of the requirements for the audio and video media. 

• Packet loss—Due to the high amount of compression and motion-compensated prediction utilized 
by video codecs, even a small amount of packet loss can result in visible degradation of the video 
quality. Packet loss tolerances for good video quality is highly subjective and can depend on a 
variety of factors, such as video resolution, frame rate, configured data rate, codec implementation, 
and even the specific PC upon which the video conferencing application is running. However, values 
between 0.1 and 1 percent often yield acceptable video quality. For example, testing shows that 
packet loss up to 1 percent might be acceptable for CUVA video configured for CIF (352 x 288 pixel) 
resolution and a 1.5 Mbps data rate. The resulting video might appear slightly more “jumpy” than 
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  The Medianet Framework
normal because the video pauses due to lost frames. However, because of the small resolution, this 
might not be significantly more noticeable than normal jumpiness caused by background processes 
running on the PC itself. 

• Jitter—The tolerance of video codecs to jitter is often variable, depending upon the video codec 
deployed (H.263 or H.264) and the depth of the replay buffer of the codec. All packets that comprise 
a video frame must be delivered to the desktop video conferencing endpoint before the replay buffer 
is depleted. Otherwise degradation of the video quality can occur. The network should be designed 
to minimize jitter. 

• Latency—The latency requirement for desktop video conferencing is in line with requirements for 
VoIP, which is based on the recommendations of the International Telecommunications 
Union-Telecommunication Standardization Sector (ITU-T) G.114 standard. When one-way latency 
begins to exceed approximately 200 msec, there is a noticeable degradation in the overall quality of 
the conversation. Desktop video conferencing includes the additional requirement of voice and 
audio synchronization. This often requires that audio and video media have the same service level 
across the network. 

• Bursts—Video traffic on the network appears as a series of video frames spaced at regular intervals. 
Each video frame consists of multiple IP packets. The size of each frame is variable and partially 
determined by how the video is encoded. Therefore, video on the network often appears as a variable 
bit-rate stream with somewhat random bursts. The network infrastructure must be able to 
accommodate these bursts. Video quality will degrade if packets associated with video bursts are 
dropped or delayed excessively by any traffic policing or shaping within the network. 

The Medianet Framework
A medianet (Figure 4) provides a network-wide framework for enterprise network designs with video 
services in mind. It is designed for enterprise customers who are considering various types of video 
applications in use today, or that might be used in the future. A medianet starts with an end-to-end 
network infrastructure designed and built to achieve high availability. It also defines the sets of services 
that the network can provide to video applications. These services include the following: 

• Access services—These provide access control and identity to video clients, as well as mobility and 
location services.

• Transport services—These provide packet delivery, ensuring the service levels with QoS and 
delivery optimization.

• Bridging services—These include transcoding, conferencing, and recording services.

• Storage services—These include content capture, storage, retrieval, distribution, and management 
services.

• Session control services—These include signaling and control to set up and tear down sessions, as 
well as gateway services.
11
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  PIN Architecture Design Considerations
Figure 4 The Medianet Framework

These services are then applied to the network infrastructure components and technologies defined 
within the Enterprise Solutions Engineering (ESE) Places-in-the-Network (PIN)—Branch, WAN, 
Campus, and Data Center. 

PIN Architecture Design Considerations
Overlaying desktop video collaboration over a PIN architecture presents a unique challenge from other 
video technologies of a medianet, such as TelePresence, Digital Media Systems, and IP Video 
Surveillance. This is due to the wide diversity of products and technologies that can be provide the 
necessary services for desktop video collaboration. This diversity is a result of the ongoing evolution of 
desktop video collaboration from standalone hardware to part of an integrated software suite.

Figure 5 shows the overlay of the Cisco Unified Video Conferencing with MeetingPlace integration 
deployment over a PIN architecture, from a high level. This environment will be used as the basis for the 
discussion of the services required by each of the PIN areas to enable desktop video collaboration. 
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  PIN Architecture Design Considerations
Figure 5 Desktop Video Collaboration PIN Overlay

Branch PIN Design Considerations
From the perspective of desktop video collaboration, the Branch PIN design must provide the following 
key services in order to enable desktop video collaboration:

• WAN Bandwidth and Optimization, page 15

• Branch WAN Edge QoS, page 22

• Branch High Availability, page 22

These are discussed in the referenced sections and illustrated in Figure 6. Table 3 provides a legend that 
describes the numbered labels presented in Figure 6.
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  PIN Architecture Design Considerations
Figure 6 Branch PIN Services for Enabling Desktop Video Collaboration

Table 3 Legend for Figure 6
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  PIN Architecture Design Considerations
WAN Bandwidth and Optimization

The amount of bandwidth utilized per desktop video conference call is typically at the discretion of the 
network administrator, based on the business requirements of the enterprise and the capabilities of the 
desktop video conferencing endpoints. For business quality desktop video conferencing, typical rates are 
above 384 Kbps per call. 

Provisioning and Controlling Bandwidth Utilization

For Cisco Unified Video Conferencing endpoints (CUVA, CUPC, and the Cisco IP Phone 7985G), the 
amount of bandwidth utilized per desktop video conferencing call is relatively easily controlled via the 
region and location configurations with CUCM. Within the region configuration, the network 
administrator can select the maximum amount of bandwidth utilized for video per call as well as the 
audio codec supported between devices within the region itself and between regions. Within the location 
configuration, the network administrator can select the total amount of video allowed for all video calls 
to and from that location. Therefore, one method is to define each branch as a separate location and a 
separate region within CUCM. Alternatively, a single region can be defined for all branches if the 
amount of bandwidth allocated per desktop video conferencing call is the same across all branches. 
However, each branch can still be defined as a separate location in order to control the total amount of 
desktop video conferencing traffic to and from each branch. 

In order to determine the amount of WAN bandwidth the network administrator must provision to a 
branch location to support desktop video conferencing, multiply the bandwidth by the number of 
simultaneous calls supported. For example, if 20 CUVA desktop video conferencing endpoints are 
deployed within a branch, but the network administrator decides that at most five simultaneous video 
conferencing calls need to be supported—and that 384 Kbps per call provides sufficient video 
quality—then the amount of bandwidth provisioned for desktop video collaboration support can be 
estimated as follows:

5 simultaneous calls * 384 Kbps per call = 1,920 Kbps or 1.92 Mbps

Note that this does not include network overhead which can conservatively be estimated to add 
approximately 20 percent more to the preceding bandwidth estimate. The bandwidth must then be 
provisioned for the QoS service class that contains desktop video conferencing traffic—in addition to 
the bandwidth requirements for the other service classes. The “Branch WAN Edge QoS” section on 
page 22 addresses this topics utilizing an Enterprise 12-class QoS model. Because detailed Erlang tables 
do not really exist for desktop video conference calls, the network administrator might need to estimate 
the bandwidth required and then monitor performance to determine the number of desktop video 
conferencing calls that fail or that are retried as audio calls due to insufficient branch WAN bandwidth.

Multipoint Call Considerations and MCU Placement

Care should be taken when considering multipoint desktop video conference calls. The placement of the 
video conference bridge or MCU will determine the number of video sessions that can traverse the 
branch WAN. An example is shown in Figure 7. Table 4 provides a legend that describes the numbered 
labels presented in Figure 7.
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  PIN Architecture Design Considerations
Figure 7 Branch Multipoint Desktop Video Conference Call Example

In this example, VC#1 initiates a point-to-point desktop video conference call to VC#2. All audio and 
video media traverses the branch LAN only at this point. However, at some point during the call, VC#1 
decides to initiate an ad hoc video conference to add in VC#3 and VC#4. Since no MCU exists at the 
branch, a MCU resource within the campus is automatically selected based upon the CUCM 
configuration. At that point, audio and video media streams from all four devices are re-directed to the 
centrally located MCU. Even though all of the endpoints are within the branch location, the WAN 
bandwidth is being utilized for the multipoint call. 

The same situation can also occur for scheduled desktop video conference calls and for web conferences 
that include desktop video conferencing support. Therefore, it is critical for the network administrator 
to understand the call patterns within the branch to determine the amount of bandwidth that will be 

Table 4 Legend for Figure 7

Item Description

1 VC#1 calls VC#2. Audio and video media local to the branch LAN. 

2 VC#1 initiates an ad-hoc conference, adding VC#3 and VC#4. 

3 Audio and video media now cross the branch WAN to centralized MCU. 
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required to support multipoint desktop video conferencing calls—and whether or not there might be 
benefits to placing MCU resources within a large branch. Careful placement of MCU resources can help 
optimize the use of branch WAN bandwidth during multipoint calls. 

Bandwidth Optimization Techniques

The deployment of redundant circuits to the branch not only offers high availability of WAN connectivity 
to the branch, it also offers the possibility of optimizing the utilization of the dual circuits for the support 
of desktop video conferencing. A best practice is that each circuit be provisioned from a different service 
provider. Since each service provider network has different service-level parameters—which might in 
part depend on the amount and type of traffic between the branch and campus crossing the circuit at a 
given time—it might be possible to utilize bandwidth optimizing features such as Cisco Performance 
Routing (PfR) to select the best path for support of desktop video conferencing based on parameters such 
as the lowest amount of jitter, packet loss, or end-to-end delay. This might be beneficial for minimizing 
any degradation or disruption of service to desktop video collaboration calls.

Branch LAN QoS

Within the branch LAN, the QoS features that facilitate desktop video conferencing include 
establishment of the QoS trust boundary, classification and marking, VLAN assignment, and ingress and 
egress queueing. Platforms such as the Cisco Catalyst 3750E Series switches support these features.

QoS Trust Boundary Establishment, Classification & Marking, and VLAN Assignment of Desktop Video Collaboration Traffic

One of the unique challenges of desktop video collaboration is identifying all the audio, video, and 
application flows that originate from an endpoint and mark them appropriately. The following steps 
outline a methodology for accomplishing this.

1. Determining the QoS Model

The first step is to have a clear understanding of QoS model deployed within the enterprise and where 
each of the flows within a desktop video collaboration session fits within that model. Cisco currently 
recommends the RFC 4594-based QoS model shown in Figure 8 for deployment within Enterprise 
networks. 
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Figure 8 RFC 4594 - Based Enterprise QoS Model

Within this model, the audio and video components of desktop video collaboration sessions are 
recommended to be classified as multimedia (conferencing) and given an AF41 marking. However, if a 
call goes through as an audio only call, it should be classified as VoIP telephony and given an EF 
marking. The session control flows which initiate and terminate the audio and video should be classified 
as call signaling and given a CS3 marking. The final determination is to identify how to mark the various 
other data flows which make up an overall collaborative session or web conference because desktop 
video conferencing might only be a part of a larger collaborative session. For practical purposes, it might 
be necessary to classify these flows as best effort with a default marking. 

2. Identifying Traffic Flows

The second step is to determine how the various audio, video, and signaling flows within a desktop video 
collaboration session can be identified. Flows coming from a desktop video collaboration endpoint can 
be identified based upon various criteria, which include the following:

• 802.1Q VLAN tag—If the device is capable of sending packets that are encapsulated within an 
802.1Q VLAN tag, the ingress switch port can classify and mark traffic based upon the VLAN on 
which it appears. 

• 802.1p class of service (CoS) value—The switch can be configured to trust the 802.1p CoS marking 
within the 802.1Q VLAN tag. This assumes the end device is trusted to send traffic with the correct 
CoS marking. 

• DSCP value—The switch can be configured to simply use the DSCP values within the traffic sent 
by the desktop video collaboration endpoint. However, this leaves open the possibility that the 
device will send everything as high priority traffic. Access control list (ACL) entries might be 
needed to match certain protocol ranges as well as their DSCP values, while remarking all other 
traffic to default.
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• Source and/or destination address range—Since a single switch interface may have a Voice and 
Data VLAN defined, and each VLAN has a different IP subnet, traffic can be classified based upon 
which IP subnet it arrives. It should be noted that classifying on individual source and/or destination 
IP addresses might be administratively unfeasible for desktop video collaboration because of the 
sheer number of endpoints involved. 

• Protocol range—In many cases, the protocol or port range of audio and video traffic is known in 
advance. Using this pre-knowledge, the switch can identify audio and video traffic and mark it 
appropriately.

It should be noted that these methods are not mutually exclusive. Combinations of methods can be 
utilized and a combined criteria approach is recommended. 

To further complicate things, desktop video collaboration endpoints are not required to behave 
identically. The following notes discuss how audio, video, and call signaling flows are sent from various 
Cisco endpoints:

• CUVA with IP Phone—Cisco Discovery Protocol (CDP) packets sent by the IP phone can be used 
to indicate to the switch that the device connected to the port is a Cisco IP Phone. The switch informs 
the IP phone of the VLAN tag it is to use for voice traffic. Therefore audio traffic appears on the 
Voice VLAN. Voice traffic also utilizes a UDP port range of 16384 to 32767. The PC that runs 
CUVA does not send VLAN tagged packets. Video traffic appears on the Data VLAN. Video traffic 
utilizes UDP port 5445. Therefore it can be distinguished from audio traffic via the difference in port 
range. CUCM controls the DSCP marking of audio and video traffic generated from the endpoint. 
By default CUCM instructs the audio and video traffic to be marked as AF41 for a video call, but 
instructs the audio traffic to be marked as EF for an audio-only call from the IP phone. Call signaling 
is generated only by the IP phone and therefore appears only on the Voice VLAN. However, there 
is additional signaling between the IP Phone and the PC that utilizes UDP port 4224. CUCM 
controls the DSCP marking of the call signaling. By default, CUCM instructs the call signaling 
traffic to be marked as CS3. 

• CUVA with IP Communicator—Since there is no IP phone, neither the voice nor video traffic is 
VLAN encapsulated and therefore appears on the Data VLAN only. Voice traffic utilizes a UDP port 
range of 16384 to 32767. Video traffic utilizes UDP port 5445. Therefore, video can be 
distinguished from audio traffic via the difference in port range. CUCM controls the DSCP marking 
of audio and video traffic. By default CUCM instructs the audio and video traffic to be marked as 
AF41 for a video call, but instructs the audio traffic to be marked as EF for an audio-only call from 
IP Communicator. Call signaling is generated by the PC and therefore appears on the Data VLAN 
only. CUCM controls the DSCP marking of the call signaling. By default, CUCM instructs the call 
signaling traffic to be marked as CS3. 

• Cisco IP Phone 7985G—CDP sent by the Cisco IP Phone 7985G can be used to indicate to the 
switch that the device connected to the port is a Cisco IP Phone. The switch informs the Cisco IP 
Phone 7985G of the VLAN tag it is to use for all traffic. Therefore, audio and video traffic both 
appear on the Voice VLAN. Audio and video traffic utilize a UDP port range of 16384 to 32767. 
Therefore, video cannot easily be distinguished from audio traffic via a difference in port range. 
CUCM controls the DSCP marking of audio and video traffic. By default CUCM instructs the audio 
and video traffic to be marked as AF41 for a video call, but instructs the audio traffic to be marked 
as EF for an audio-only call. Call signaling also appears on the Voice VLAN only. CUCM controls 
the DSCP marking of the call signaling. By default CUCM instructs the call signaling traffic to be 
marked as CS3. 

• CUPC with soft phone—Since there is no IP phone, neither the voice nor video traffic is VLAN 
encapsulated and therefore appears on the Data VLAN only. Voice and video traffic utilize a UDP 
port range of 16384 to 32767. As a result, video cannot easily be distinguished from audio traffic 
via a difference in port range. CUCM controls the DSCP marking of audio and video traffic. By 
default, CUCM instructs the audio and video traffic to be marked as AF41 for a video call, but 
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should instruct the audio traffic to be marked as EF for an audio-only call from the soft phone. Call 
signaling is generated by the PC and appears on the Data VLAN. CUCM controls the DSCP marking 
of the call signaling. By default, CUCM instructs the call signaling traffic to be marked as CS3. 

• WebEx Web Conference (web browser)—Video is embedded within the web conference session 
stream on the Data VLAN. This might be encrypted as well using SSL/TLS over HTTP (TCP port 
443). It might not be possible to separately classify and mark the video traffic within a WebEx web 
conference. Typically, this means video traffic will be classified as Best Effort and marked default, 
along with all other traffic from the PC. There is no call signaling with regard to the video traffic to 
the endpoint. Audio is typically handled through dial-back or dial-in through a separate IP phone 
and is handled like a normal IP telephony call. 

3. Defining the Policy Map

The third step is to define the policy map to apply to the ingress switch interface. For Cisco Unified 
Video Conferencing endpoints (CUVA, CUPC, and the Cisco IP Phone 7985G) audio, video, and call 
signaling traffic can be classified through ACLs applied to a generic policy map that is then applied to 
the ingress interfaces of the Cisco Catalyst switch ports. Within the policy map, traffic can be classified 
based on a combination of source IP subnet (based on its VLAN assignment), DHCP value, and 
protocol/port range. DSCP values of the voice, video, and signaling are trusted once they are matched 
by the ACLs. To further protect the network, each traffic type can be rate-limited via an inbound policer, 
if desired. 

Note All other inbound traffic on the switch port may be classified as best effort and given default treatment. 
However, this methodology can be extended to identify specific collaborative application components 
(such as text messaging, data/application sharing, and so on), and to classify and mark them to something 
other than best effort, if desired. 

The benefit of a single generic policy map versus multiple specific policy maps for each type of video 
endpoint is that it allows the enterprise to more easily migrate from one type of endpoint to another (for 
instance CUVA to CUPC) or to deploy multiple types of endpoints (for instance Cisco IP Phone 7985Gs 
and CUVA) without having to administratively determine which endpoint is connected to the particular 
switch port. Also, as companies move to the concept of hoteling (in which virtual cubicles are shared 
among employees in order to reduce expenses), it might not be possible to pre-determine which type of 
video endpoint will be connected to the switch port. A single generic policy map provides a convenient 
solution for this requirement. 

Ingress Queueing

When the total amount of traffic from all ports on a switch or switch stack has the potential to exceed 
the backplane speed of the switch or switch stack, traffic can be momentarily dropped at the ingress 
queue before it enters the switch. Multiple ingress queues on switch ports can provide benefits in this 
scenario. The Cisco Catalyst 3750E Series switch, which is recommended for branch LAN deployments, 
provides ingress queueing for this purpose. 

Ingress queueing on the Cisco Catalyst 3750E series consists of two queues, each with three thresholds 
(1P2Q3T)—although the third threshold is pre-defined for the queue-full state. If the network 
administrator has some concerns about the possibility of oversubscribing the stack-rings of a Cisco 
Catalyst 3750E Series switch stack (resulting in input queue drops), voice traffic can be placed into the 
ingress priority queue based on its DSCP marking of EF. Similarly, desktop video conferencing audio 
and video traffic may also be placed into the ingress priority queue based on its DSCP marking of AF41, 
if desired. An alternative method is to leave the traffic in the non-priority queue, placing it into the higher 
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drop threshold of that queue. Care should be applied when selecting traffic for the priority queue, since 
it is limited to 40 percent of the bandwidth of the switch port. Also, placing everything into the priority 
queue will nullify the effects of having a priority queue.

Egress Queueing

When the total amount of outbound traffic on switch port (or switch stack) has the potential to exceed 
the speed of the port, traffic can be momentarily dropped at the egress queue before it exits the switch. 
Multiple egress queues on switch ports can provide benefits in this scenario. The Cisco Catalyst 3750E 
Series switch also provides egress queueing for this purpose. 

Egress queueing on the Cisco Catalyst 3750E series consists of four queues (one of which can be a 
priority queue); each has three thresholds (1P3Q3T). When applying egress queueing to branch PIN 
deployments that include desktop video endpoints, it is important to determine the best way to map the 
recommended RFC 4594-based Enterprise 12-class QoS model presented in Figure 8 onto the 
architecture of the branch LAN switch. Figure 9 shows an example mapping onto the 1P3Q3T 
architecture of the Cisco Catalyst 3570E Series switch.

Figure 9 Mapping the Enterprise QoS Model to the Branch LAN Switch

This mapping places desktop video conferencing traffic in the second drop threshold of Queue 2 
(Q2 T2), along with various other traffic types. It should be noted by the network administrator that in 
any design in which the number of service classes exceeds the number of queues, the potential exists to 
mix multiple traffic types within a single queue. In such situations, the amount of traffic entering the 
particular queue might not be bounded by any call admission control mechanisms. Therefore, in order 
to prevent degradation of desktop video conferencing quality due to output queue drops on the Catalyst 
LAN switch, the queues should be regularly monitored. 
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Branch WAN Edge QoS

Within the branch WAN, the QoS features that facilitate desktop video conferencing include ingress and 
egress queueing, and rate limiting. 

Ingress and Egress Queueing

Ingress queueing on Cisco 3800 and Cisco 2800 Series ISR platforms is usually not enabled, since the 
limiting factor of the branch WAN edge design is typically the WAN speed itself and not the router’s 
ability to process packets. However monitoring of both the LAN and WAN interfaces should be 
performed regularly to quickly identify any interface input drops because these will degrade the quality 
of desktop video conferencing sessions. 

Egress queueing should be configured because the amount of traffic generated by devices connected to 
the branch LAN can easily exceed the bandwidth of the branch WAN. One key benefit of Cisco 3800 and 
Cisco 2800 Series ISRs is that queueing is handled in software. A policy-map can be constructed with a 
queueing structure that matches the RFC 4594-based Enterprise 12-class QoS model shown in Figure 8. 

Within the Enterprise 12-class QoS model, it is recommended to map desktop video conferencing to the 
Multimedia Conferencing traffic class on the WAN circuit. Current best practice recommendations are 
to configure the Multimedia Conferencing traffic class as a class-based weighted fair queue (CBWFQ) 
class. The percentage of bandwidth allocated for this class must be equal to or greater to the amount 
needed based on the number of desired simultaneous calls and the desired bandwidth per call. All 
desktop video conferencing calls might be degraded if insufficient bandwidth is allocated for the traffic 
class. Note also that, per RFC 4594, DSCP-based WRED may be enabled on the class. WRED might 
provide a benefit if the video conferencing application exhibits elasticity—meaning that it will decrease 
its transmission rate due to congestion. In such cases, dropping some packets before the queues are full 
will cause some video conferencing sessions to lower their transmission rate, potentially alleviating the 
congestion. 

The policy map may also include a Broadcast Video class for IP video surveillance traffic, a Multimedia 
Streaming class for digital media systems, and a Real-Time Interactive class for TelePresence. This 
design guarantees a percentage of the WAN bandwidth for each traffic class. This effectively isolates 
each video traffic class. Since separate traffic classes exist for data traffic, it also effectively isolates 
business critical data applications from being disrupted by excessive video traffic. Regular monitoring 
of all of the traffic classes should be performed in order to quickly identify classes that are dropping 
traffic. In such situations, it might be necessary to re-allocate bandwidth across the various traffic 
classes, or possibly increase the overall circuit bandwidth. 

Branch High Availability

High availability within the branch PIN design must be considered within the branch WAN edge and the 
branch LAN design. Since desktop video collaboration relies on a remote CUCM cluster, additional 
considerations for high availability of call signaling must also be assessed. 

High Availability at the Branch WAN Edge

High availability at the branch WAN edge can be provided by dual WAN circuits, each terminating on 
redundant Cisco 3800 or Cisco 2800 Series ISRs. Additionally, the WAN circuits should be provisioned 
from different service providers and utilize different entrance facilities into the branch itself. This is 
consistent with current Branch PIN best practice design guidelines for large enterprise branches. 

Ideally, the percentage of bandwidth utilization on any one circuit should be below 75 percent in order 
to allow for temporary spikes in utilization without dropping traffic or incurring excessive queueing 
delay. Unless Resource Reservation Protocol (RSVP)-based call-admission control (CAC) is 
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implemented for voice and desktop video conferencing calls, CUCM has no way of knowing that one of 
the redundant circuits has failed and that a reduced capacity exists to handle desktop video conference 
calls. Therefore, in this type of scenario, the utilization of each circuit during normal operation should 
optimally be below 37.5 percent (75/2) in order to allow for one circuit to smoothly handle the entire 
traffic load in case of a failure of the other WAN circuit. Even with an RSVP-based CAC mechanism, 
with insufficient bandwidth on a single circuit, fewer desktop video conferences could be 
accommodated. The only way to ensure the same number of simultaneous desktop video conferencing 
calls go through during a circuit outage is to provision each circuit with sufficient bandwidth to handle 
the entire traffic load. Further, the policy map defined on each circuit must have sufficient bandwidth 
allocated for the Multimedia Conferencing traffic class to handle the entire number of desired desktop 
video conference calls—in order to provide a true high-availability design for desktop video 
conferencing. 

Dual WAN circuits terminating on redundant Cisco 3800 or Cisco 2800 Series ISRs also provides a high 
availability design for call signaling from branch IP telephony and desktop video conferencing endpoints 
to a remote CUCM cluster—provided that sufficient bandwidth exists on each circuit to handle all of the 
traffic within the call-signaling traffic class. Even if insufficient bandwidth exists for branch-to-campus 
video conferencing calls, intra-branch video conference calls and intra-branch IP telephony calls will 
still go through. However, because it is often not feasible from a cost perspective to provide dual entrance 
facilities to a branch location, the network administrator may consider the deployment of the Survivable 
Remote Site Telephony (SRST) feature of Cisco 3800 or Cisco 2800 Series ISRs as an added layer of 
call-signaling resiliency. In the event that the entrance cable to the branch is cut, severing both WAN 
circuits, the branch would be able to place intra-branch calls. If a PSTN gateway is deployed within the 
branch, voice calls can also be placed to campus locations via the PSTN. However, before deploying 
SRST for desktop video conferencing, the network administrator should verify that the desktop video 
conferencing endpoints deployed within the branch location are supported by SRST. For example, SRST 
currently supports audio-only on the Cisco IP Phone 7985G. However, providing the added layer of 
resilience for IP telephony devices and desktop video conferencing endpoints operating in audio-only 
mode might be sufficient justification for adding SRST to the existing branch Cisco ISR platform from 
a business perspective. 

High Availability within the Branch LAN

Because all of the Cisco Unified Video Conferencing endpoints support a single Ethernet interface, and 
because most PCs are typically connected to a single Ethernet network interface, there really is no high 
availability in the case of a LAN switch failure for devices directly connected to the Catalyst LAN 
switch. 

However, the Cisco Catalyst 3750E switch stack does provide high availability for the Layer-3 switching 
function. This is often referred to as Layer-3 Non-Stop Forwarding (L3 NSF). Layer-3 switching within 
larger branch LAN implementations might be something to consider. As discussed previously, various 
desktop video conferencing endpoints send audio and video traffic on either the voice or data VLAN, 
depending on the endpoint. With the deployment of multiple types of video conferencing endpoints 
within the LAN, audio and/or video traffic might need to be routed between VLANs through the branch 
ISR. Although some routing of traffic between VLANs is normal, as the number of endpoints increases, 
so does the amount of branch-to-branch LAN traffic passing through the router. Since the primary 
purpose of the WAN edge ISR is to route packets to and from the WAN, at some point the network 
administrator might desire to implement Layer-3 switching within the Cisco Catalyst 3750E switch 
stack. Within the Cisco Catalyst 3750E switch stack, one switch is elected the stack master, which 
controls the rest of the switch stack. Upon failure of the stack master, any one of the other switches can 
be elected as the new switch master and Layer-3 switching can continue. 

For Cisco Catalyst 3750E switch stacks operating in Layer-2 mode and connected to redundant Cisco 
3800 or Cisco 2800 Series ISR via Gigabit Ethernet connections, a best practice is to connect the uplink 
ports to different switches across the switch stack. Multiple HSRP groups can be run across the ISR 
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interfaces to provide high availability and VLAN-based load balancing across the interfaces. Although 
some disruption in an ongoing desktop video collaboration call will likely be noticed by the end users 
during a link failure, the HSRP parameters can be tuned to balance the length of the disruption against 
the increased network overhead. 

WAN PIN Design Considerations
From the perspective of desktop video collaboration, the key services that the WAN PIN design must 
provide in order to enable desktop video collaboration are as follows:

• WAN bandwidth and the optimization of the available bandwidth for desktop video conferencing

• QoS within the WAN in order to meet the desired SLA parameters for desktop video conferencing

• High availability

The specific requirements vary depending upon whether the WAN is completely managed by the 
enterprise or managed by a service provider. 

Service Provider-Managed WAN Considerations

Figure 10 shows an example of a deployment of desktop video collaboration over a service 
provider-managed WAN, such as an MPLS network. Table 5 provides a legend that describes the 
numbered labels presented in Figure 10.

Figure 10 Service Provider-Managed WAN PIN Services
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For a high-availability, managed-service WAN deployment, each campus and branch should have 
redundant connectivity to two service providers via dual WAN routers. This ensures continued operation 
of desktop video collaboration sessions across the enterprise in the event of a failure of one of the service 
provider networks. Each of the service providers must be able to meet the target SLA parameters for 
desktop video collaboration. This should be negotiated with the service provider prior to enabling 
desktop video collaboration across the network. 

Depending upon the type of managed service being provisioned—such as an MPLS service—the service 
provider may provide multiple service classes within their network. However, the enterprise might still 
define more QoS service classes than available within the service provider network. For example, the 
Cisco RFC 4594-based QoS model defines 12 service classes. However, the service provider network 
might only implement six service classes. In such cases, the network administrator must take into 
account the mapping of all the enterprise service classes into the appropriate service provider service 
classes as traffic enters the MPLS network. Figure 11 provides an example of such a mapping.

Table 5 Legend for Figure 10

Item Description

1 WAN QoS

• Egress Queueing and Re-Marking to Service Provider Classes

• Rate Limiting of Desktop Video Collaboration Traffic

• SLA to Meet Requirements of Desktop Video Collaboration

2 WAN High Availability

• Redundant WAN Services From Separate Service Providers to Each Campus and Branch 
Location

• Redundant WAN Edge Routers at Campus and Branch Locations

3 WAN Bandwidth and Optimization

• Bandwidth Provisioning Based on Desired Number of Simultaneous Calls Supported

• Performance Routing for Optimal Utilization of Multiple Paths
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Figure 11 Mapping of Enterprise Service Classes to Service Provider Classes

Mapping can be accomplished via a hierarchical policy map applied to the egress interface of the 
enterprise CE router, as the traffic exits the enterprise network. The top level of the policy map can be 
used to rate limit the overall amount of traffic sent to the service provider to the overall negotiated rate. 

It is important for the network design engineer to understand that when mapping multiple enterprise 
service classes into a single service provider class, sufficient bandwidth must be provisioned per service 
provider service class. In Figure 11, the broadcast video service class (which handles IP video 
surveillance), the multimedia conferencing service class (which handles desktop video conferencing), 
the multimedia streaming service class (which handles digital media systems), and the OAM service class 
are all mapped into a single critical-data 2 service provider class. Therefore this service class must be 
provisioned with sufficient bandwidth to handle the sum of all of the enterprise service classes into 
which it is mapped. Depending on how the policy map is configured, each of the enterprise service 
classes may be allowed exceed the bandwidth percentage allocated for the service class, if extra 
bandwidth is available. This is done in order to optimize the use of the available bandwidth, but might 
result in an oversubscription of any of the service provider classes. 

Another important point to understand is the policy of the service provide for handling out-of-contract 
traffic per service class. If the service provider remarks out-of-contract traffic per service class down to 
best effort, then desktop video conferencing might be unaffected if the critical-data 2 service class is 
temporarily oversubscribed. However, if the service provider polices out-of-contract traffic per service 
class, then desktop video collaboration—as well as digital media systems traffic and IP video 
surveillance traffic—will all be degraded if the critical-data 2 service class is temporarily 
oversubscribed. This is one disadvantage of mapping many enterprise service classes into fewer service 
provider service classes. 

Desktop video conferencing traffic may also need to be identified and re-mapped back to the multimedia 
conferencing service class as it exits the MPLS network. The difficulty lies with being able to 
differentiate desktop video conferencing traffic from other video traffic types such as IP video 
surveillance and digital media systems traffic. All three types of traffic may utilize RTP for audio and 
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video traffic, and may therefore have the same UDP port range of 16384 to 32767. CUVA desktop video 
conferencing endpoints make it relatively easy to differentiate the video component through the use of 
UDP port 5445; however, the audio component still uses the UDP range of 16384 through 32767. 

One possible solution for this dilemma is to segment the UDP port range for each category of devices, 
so that each can be identified coming back out of the MPLS network. Another possible method is to 
differentiate based on source or destination IP address or IP subnet. Although this might not be feasible 
for desktop video conferencing endpoints, it might be feasible for IP video surveillance endpoints to be 
on different VLANs and therefore different IP subnets for traffic isolation purposes. In some cases, it 
simply might not be possible to properly distinguish some types of video traffic from others, as it exits 
MPLS network. In such cases, the network administrator might end up with multiple video traffic types 
marked the same at the LAN on the far side of the MPLS network. 

Enterprise Managed WAN Considerations

Figure 12 shows an example of a deployment of desktop video collaboration over an enterprise-managed 
WAN. Table 6 provides a legend that describes the numbered labels presented in Figure 12.

Figure 12 Enterprise-Managed WAN PIN Services
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Within a private WAN, the enterprise itself is responsible for providing high availability throughout the 
network infrastructure. Dual circuits provisioned from different service providers and terminated on 
different routers at campus and branch locations are still necessary for high availability. At the WAN 
aggregation point, high-availability features including built-in hardware and processor redundancy, 
In-Service Software Upgrade (ISSU), and Cisco nonstop forwarding (NSF) with stateful switchover 
(SSO) can be deployed within Cisco Aggregation Services Router (ASR) platforms as well. In addition, 
the WAN core itself must be designed for both redundancy in terms of a failure of either a circuit or 
router platform. 

The network administrator is also responsible for ensuring SLA requirements are met for desktop video 
conferencing across the private WAN infrastructure. Jitter can be the result of long queue lengths, 
indicating that additional bandwidth might be required. In some cases, parts of the network design might 
also require modification to reduce the number of hops within the network—which can potentially add 
latency and jitter. Finally, tuning of routing protocol timers might require evaluation in order to optimize 
the reconvergence time of the WAN to minimize disruptions to ongoing video conferencing calls during 
a circuit failure.

One of the advantages of the enterprise-managed WAN is the ability to run as many service classes as 
needed throughout the enterprise because the network administrator has complete control over the 
deployment of service classes. As a result, the RFC 4594-based enterprise QoS model shown in Figure 8 
can be applied across the entire WAN. No issues arise with this type of deployment with regard to 
marking and remarking of various video traffic types, such as digital media systems, IP video 
surveillance, and desktop video conferencing. 

Table 6 Legend for Figure 12

Item Description

1 WAN QoS

• Egress Queueing

• Rate Limiting of Desktop Video Collaboration Traffic

• Minimize Hops To Minimize Latency and Jitter

2 WAN High Availability

• Redundant Circuits From Separate Service Providers to Each Campus and Branch 
Location

• Redundant WAN Edge Routers at Campus and Branch Locations

• Redundant Paths Through the WAN Core

3 WAN Bandwidth and Optimization

• Bandwidth Provisioning Based on Desired Number of Simultaneous Calls Supported

• Tuning of Routing Protocols for Rapid Reconvergence

• Performance Routing for Optimal Utilization of Multiple Paths
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Campus PIN Design Considerations
From the perspective of desktop video collaboration, the key services that the Campus PIN design must 
provide in order to enable desktop video collaboration are as follows:

• Bandwidth and the optimization of the available bandwidth for desktop video conferencing 

• High availability

• QoS within both the LAN and WAN components of the campus

• Visibility and manageability for troubleshooting desktop video conferencing flows

These are shown in Figure 13. Table 7 provides a legend that describes the numbered labels presented in 
Figure 13.

Figure 13 Campus PIN Services for Enabling Desktop Video Collaboration
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Bandwidth and Optimization

The same bandwidth and optimization services that apply to the branch and WAN PIN designs also apply 
to the WAN edge of the campus PIN design. Since the number of desktop video collaboration endpoints 
within the campus might be far greater than a branch, a hierarchical campus design consisting of core, 
distribution, and access layers is recommended for scalability. Redundant Gigabit Ethernet and 10 
Gigabit Ethernet links combine to provide scalable bandwidth and high availability for desktop video 
collaboration within the campus itself. Additional features, such as the Cisco Catalyst 6500 VSS can be 
deployed within the core and distribution layers of the campus—as well as within the data 
center/services module. VSS provides scalability and high availability through cross-chassis 
EtherChannel load-balancing and ease of administration.

Table 7 Legend for Figure 13

Item Description

1 High Availability

• Redundant Circuits to Separate Service Providers at the WAN Edge

• Redundant Connectivity at the Internet Edge

• Redundant Ethernet Links in the Core, Distribution, and Access Layers

• Built-in hardware and processor redundancy, ISSU, and NSF/SSO Throughout the 
Campus

• Redundant MeetingPlace, Gatekeeper, and PSTN Gateway Components

2 Bandwidth and Optimization

• Hierarchical Campus Design

• 1 Gbps and 10 Gbps Ethernet Links within the Core, Distribution, and Access Layers

• Performance Routing at the WAN Edge for Optimal Utilization of Dual Circuits

• Virtual Switching System (VSS) for Scalability, Load Balancing, and Ease of 
Administration

3 WAN Edge QoS

• Ingress and Egress Queueing

• Rate Limiting of Desktop Video Collaboration Traffic

4 LAN QoS

• Classification & Marking of Desktop Video Collaboration Traffic

• VLAN Assignment

• QoS Trust Boundary Establishment

• Ingress and Egress Queueing

5 Visibility & Manageability

• Cisco IP Service Level Agreement (IPSLA) for Network Diagnostics

• NetFlow for Audio and Video Traffic Flow Statistics

• Sup32 PISA / NAM for Deep Packet Inspection and Analysis
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Campus High Availability 

Besides redundant Cisco Catalyst switch platforms and Ethernet links, additional high-availability 
features, including built-in hardware and processor redundancy, ISSU, and NSF/SSO can be deployed 
within Cisco Catalyst 6500 and Cisco Catalyst 4500 Series platforms. These features help minimize 
disruptions in ongoing desktop video collaboration sessions that traverse the campus. Deployment of 
specific components can be within the campus services module or data center to promote high 
availability, bandwidth scalability, security, and manageability. The components include the following: 
CUCM cluster; redundant Cisco Unified MeetingPlace 7.0 Application, Integration, and Media Servers; 
redundant gatekeepers; and redundant PSTN gateways. Additional features, such as Uni-Directional 
Link Detection (UDLD), help to quickly isolate breaks in fiber optic cabling between core and 
distribution switches or between distribution and access switches within the campus. This allows 
spanning-tree protocol—or alternatively Cisco FlexLink technology—to rapidly reconverge the campus 
network, thereby minimizing the disruption in desktop video collaboration sessions. The Gateway Load 
Balancing Protocol (GLBP) can be run across Cisco Catalyst switch interfaces to provide high 
availability and load balancing across the campus LAN.

Campus QoS

As with the branch PIN, the access Cisco Catalyst 6500, Cisco Catalyst 4500, or Cisco Catalyst 3750E 
switch within the campus establishes the QoS trust boundary, classification, and marking of audio and 
video media as it enters the network—as well as ingress and egress queueing to ensure desktop video 
conferencing traffic is allocated the appropriate bandwidth with the campus LAN. Additional 
mechanisms, such as the Cisco Catalyst 6500 Sup32 Programmable Intelligent Services Accelerator 
(PISA) allows deep-packet inspection (DPI), thereby providing more granular classification of desktop 
video collaboration traffic as it enters the campus LAN.

Campus Visibility and Manageability

The addition of the Catalyst 6500 Network Analysis Module (NAM) can add detailed traffic analysis 
capability on top of the deep-packet inspection and classification capability of the Cisco Catalyst 6500 
Sup32 PISA. Additionally, NetFlow statistics captured from Cisco Catalyst 6500 platforms can provide 
real-time monitoring for all application traffic flows—allowing visibility into voice and video flows 
within the campus network. Finally, the Cisco IPSLA capability of Cisco Catalyst 6500 platforms allow 
network administrators to proactively verify the network operation and accurately measure network 
performance.

Conclusions
Enterprise organizations are increasingly turning to collaborative technologies, such as desktop video 
conferencing, to increase productivity, scale expertise, and reduce travel costs. This has led to a dramatic 
increase in desktop video collaboration traffic across enterprise networks. This solution overview has 
provided an overview of the components required for desktop video collaboration. It has also provided 
guidance for choosing services that the various PINs (Branch, WAN, and Campus) can provide to 
facilitate desktop video collaboration deployments. In order to take a proactive approach to the growth 
of video, the network administrator must understand the various services that a medianet can provide to 
facilitate the convergence of desktop video collaboration onto the IP network infrastructure. 
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Terms and Acronyms

Acronyms Definition

4CIF 4 x Common Intermediate Format - 704 x 576 pixel video resolution

10 GE 10 Gigabit Ethernet

ACL Access Control List

AF Assured Forwarding class of service

ASR Advanced Services Router

CBWFQ Class-Based Weighted Fair Queue

CDP Cisco Discovery Protocol

CE Customer Edge - MPLS Customer Edge Router

CIF Common Intermediate Format - 352 x 288 pixel video resolution

Codec Coder/Decoder

CoS Class of Service

CS Class Selector class of service

CUPC Cisco Unified Personal Communicator

CUVA Cisco Unified Video Advantage

CUVC Cisco Unified Video Conferencing

CUV-M Cisco Unified Video Manager

DPI Deep Packet Inspection

DMS Digital Media System

DSCP Differentiated Services Code Point

EF Expedited Forwarding class of service

GE Gigabit Ethernet

GLBP Gateway Load Balancing Protocol

H.323 Call Signaling Standard

H.263 Video compression standard, also know as MPEG-2

H.264 Video compression standard, also known as MPEG-4 AVC

HA High Availability

HD High Definition video resolution

HSRP Hot-Standby Routing Protocol

IP Internet Protocol

IPVS IP Video Surveillance

ISR Integrated Services Router

ISSU In-Service Software Upgrade

LAN Local Area Network

MAN Metropolitan Area Network

MCU Multipoint Control Unit
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MPEG-4 Moving Pictures Expert Group 4 standard

MPLS Multi Protocol Label Switching

NAM Network Analysis Module

NSF Non-Stop Forwarding

OAM Operations, Administration, and Maintenance

PC Personal Computer

PfR Performance Routing

PHB Per-Hop Behavior

PIN Places-in-the-Network

PISA Programmable Intelligent Services Accelerator

PQ Priority Queue

PSTN Public Switched Telephone Network

QoS Quality of Service

RSVP Resource Reservation Protocol

RTP Real-time Transport Protocol

SD Standard Definition video resolution

SIP Session Initiation Protocol

SLA Service Level Agreement

SOAP Simple Object Access Protocol

SONET Synchronous Optical Networking

SP Service Provider

SRST Survivable Remote Site Telephony

SSO Stateful-Switchover

TCP Transmission Control Protocol

UC Unified Communications

UDP User Datagram Protocol

UDLD Uni-Directional Link Detection

VLAN Virtual Local Area Network

VSS Virtual Switching System

WAN Wide Area Network

WRED Weighted Random Early Discard

XML Extensible Markup Language

Acronyms Definition
33
Design Considerations for Desktop Video Collaboration over a PIN Architecture—Solution Overview

OL-17327-01



   

  Related Documents
Related Documents

System Reference Network Designs
Enterprise 3.0 Campus Architecture Overview and Framework
http://www.cisco.com/en/US/docs/solutions/Enterprise/Campus/campover.html

Transport Diversity: Performance Routing (PfR)
http://www.cisco.com/en/US/docs/solutions/Enterprise/WAN_and_MAN/Transport_diversity/Transpor
t_Diversity_PfR.html

Branch Office Architecture Overview
http://www.cisco.com/application/pdf/en/us/guest/netsol/ns171/c649/ccmigration_09186a00807593b7.
pdf

Data Center Infrastructure Design Guide
http://www.cisco.com/application/pdf/en/us/guest/netsol/ns107/c649/ccmigration_09186a008073377d.
pdf

Telepresence Network System Design Guide
http://www.cisco.com/en/US/docs/solutions/TelePresence_Network_Systems_1.1_DG.pdf

Websites
Campus Solutions
http://www.cisco.com/en/US/netsol/ns340/ns394/ns431/networking_solutions_packages_list.html

WAN and Aggregation Services Solutions
http://www.cisco.com/en/US/netsol/ns483/networking_solutions_packages_list.html

Branch Office Solutions
http://www.cisco.com/en/US/netsol/ns477/networking_solutions_packages_list.html

Data Center 3.0 Solutions
http://www.cisco.com/en/US/netsol/ns708/networking_solutions_solution_segment_home.html

Video Solutions
http://www.cisco.com/en/US/netsol/ns340/ns394/ns158/networking_solutions_packages_list.html

Telepresence Solutions
http://www.cisco.com/en/US/netsol/ns669/networking_solutions_solution_segment_home.html

Unified Communications Solutions
http://www.cisco.com/en/US/netsol/ns340/ns394/ns165/ns152/networking_solutions_package.html

Wide Area Application Services Solutions
http://www.cisco.com/en/US/products/ps5680/Products_Sub_Category_Home.html

The Medianet Solutions
http://www.cisco.com/go/designzone 
34
Design Considerations for Desktop Video Collaboration over a PIN Architecture—Solution Overview

OL-17327-01

http://www.cisco.com/en/US/docs/solutions/Enterprise/Campus/campover.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/WAN_and_MAN/Transport_diversity/Transport_Diversity_PfR.html
http://www.cisco.com/application/pdf/en/us/guest/netsol/ns171/c649/ccmigration_09186a00807593b7.pdf
http://www.cisco.com/application/pdf/en/us/guest/netsol/ns107/c649/ccmigration_09186a008073377d.pdf
http://www.cisco.com/en/US/docs/solutions/TelePresence_Network_Systems_1.1_DG.pdf
http://www.cisco.com/en/US/netsol/ns340/ns394/ns431/networking_solutions_packages_list.html
http://www.cisco.com/en/US/netsol/ns483/networking_solutions_packages_list.html
http://www.cisco.com/en/US/netsol/ns477/networking_solutions_packages_list.html
http://www.cisco.com/en/US/netsol/ns708/networking_solutions_solution_segment_home.html
http://www.cisco.com/en/US/netsol/ns340/ns394/ns158/networking_solutions_packages_list.html
http://www.cisco.com/en/US/netsol/ns669/networking_solutions_solution_segment_home.html
http://www.cisco.com/en/US/netsol/ns340/ns394/ns165/ns152/networking_solutions_package.html
http://www.cisco.com/en/US/products/ps5680/Products_Sub_Category_Home.html
http://www.cisco.com/go/designzone


   

  Related Documents
35
Design Considerations for Desktop Video Collaboration over a PIN Architecture—Solution Overview

OL-17327-01


	Design Considerations for Desktop Video Collaboration over a PIN Architecture-Solution Overview
	Executive Summary
	Desktop Video Collaboration Key Drivers
	Video Codec Standards Development
	Integration of Video Support into PCs
	Integration with Collaborative Software Applications

	Business Benefits of Desktop Video Collaboration
	Benefits of Enabling the Network for Video Collaboration
	Desktop Video Collaboration Components
	Endpoints
	Session Controllers
	Conferencing Servers

	Deployment Models
	Cisco Unified Video Conferencing
	Cisco WebEx Web Conferencing
	Cisco MeetingPlace and WebEx Integration

	SLA Determination
	The Medianet Framework
	PIN Architecture Design Considerations
	Branch PIN Design Considerations
	WAN Bandwidth and Optimization
	Branch WAN Edge QoS
	Branch High Availability

	WAN PIN Design Considerations
	Service Provider-Managed WAN Considerations
	Enterprise Managed WAN Considerations

	Campus PIN Design Considerations
	Bandwidth and Optimization
	Campus High Availability
	Campus QoS
	Campus Visibility and Manageability


	Conclusions
	Terms and Acronyms
	Related Documents
	System Reference Network Designs
	Websites




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


