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Community College Mobility Deployment Guide

ity College reference design is intended to assist community 
gn and deployment of advanced network-based solutions within 
 learning environments. 
n  addresses the business challenges currently facing community 

rt of the reference design is the network service fabric, which is a 
ts, features, and technologies that provide a robust routing and 

n upon which all solutions and services are built. Operating on top of 
 fabr ic are all the services used within the community college network 
oblems, which include the following: 

ur ity

ted classrooms

iciencies
 students are dynamic, mobile, and technology-savvy. When on 

 about while equipped with an array of mobility-enabled devices 
nes, and laptops. In contrast to the typical enterprise business 
unity colleges consist of a large student population that typically 
lete turnover every few years. Typical community college students 
lications and the network for many aspects of their lives, demanding 
er they are. This connected generation is untethered from wired 
 and assumes the presence of a high-performance, reliable wireless 
ajor campus areas. 

 implemented by a community college must meet the needs of this 
hile also addressing the requirements of faculty, staff, administrators, 
llenge for community colleges is to create a robust, end-to-end, 
twork that supports their requirements at a cost that is within their 

udgets. Communit y colleges should be equipped with a mobilit y 
ts the following:

nications between local and remote campus sites to support 
y, staff, administrators, and visitors, using the new generation of 
d devices and applications in the current marketplace

gn model that can easily accommodate the addition of new campus 
ll as existing building modifications

t for bandwidth-intensive, high-speed multimedia applications

agement tools to facili tate maintenance of the system-wide mobility 

 tools and applications for mobile learning, collaboration, and campus 

unication with public safety first responders in the event of an 

In addition, each community college must remain com
peer institutions so as to attract and retain the best stu
attend quali ty community colleges that provide techn
they live, work, and learn. They want to take full advan
capabilities to facilitate their success whi le they are s
pursuing post-graduation placement. A community c
wireless network not only demonstrates technologica
enables the deployment of innovative applications tha
of operations, collaboration enhancements, and prod

This mobile campus lifestyle helps to dr ive the need 
coverage planning. Keep in mind that the traditional s
into a large lecture hall within a monolithic campus bu
environment seen within higher educational institutio
wireless technologies can enable “vi rtual classrooms
such as leased space in shopping malls, retail plazas
School administrators need secure access to tools, r
access to mobile voice capabilities throughout the ca
for secure, reliable, high-performance guest access 
guests of the community college establishment has b
component of doing business.
To meet these and other student, faculty, and guest n
evolve into mobility-enabled campuses and twenty-f
primary objectives of this document are the design c
requirements and expectations that must be conside
the Cisco Community College reference design, as w
facilitate the four service requirements stated previou
form a critical part of the overall service fabric design

Figure 1 Service Fabric Design Model

Given the mobilit y of students, staff, and visitors, wire
the most ef fective and high performance means for t
campus network. The Cisco Unified Wireless Networ
that addresses the wireless network security, deploy

Local Area
Network (LAN)

Wide Area
Network (WAN)

Service Fabric Design Model

Security Unified
CommunicaMobility
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ects of deploying a wireless network. It combines the best elements of wireless and 
ed networking to deliver secure, scalable wireless networks with a low total cost of 
nership. 

ure 2 shows a high-level topology of the Cisco Unified Network, which includes access 
ints that use the Control and Provisioning of Lightweight Access Points (CAPWAP) 
tocol; the Cisco Wireless Control System (WCS); and the Cisco Wireless LAN 
ntroller (WLC). In addition to the traditional standalone WLAN controller, alternate 

rdware platforms include the Cisco ISR router Wireless LAN Controller Module (WLCM) 
the Cisco Catalyst 6500 Wireless Services Module (WiSM). The Cisco Access Control 
rver (ACS) and its Authentication, Authorization, and Accounting (AA A) features 
mplete the solution by providing Remote Authentication Dial-In User Service (RADIUS) 
rvices in support of user  authentication and authorization.

ure 2 Cisco Unified Wireless Network Over view

The Cisco Community College reference design acco
or more remote smaller campuses interconnected ov
WAN service. Each of these campuses may contain o
sizes, as shown in Figure 3.

Figure 3 Community College Reference Design Overvi

Operating on top of this network are all the services u
environment such as safety and security systems, vo
surveillance equipment, and so on. The core of these
managed at the main campus building, allowing each
for separate services to be operated and maintained 
These centralized systems and applications are serv
campus.

As Figure 3 shows, the Cisco Community College re
approach in which key resources are centrally deploy
level. The key feature of this integration is the use of on
campus, with the overall WLAN management function
main campus. This approach simplifies the deployme
helping to ensure smooth performance, enhance sec
maintainability, maximize network availability, and red
The Cisco Community College reference design take
network administrative resources are common limitin
colleges. The topologies and platforms are carefully 
while minimizing the overall cost and complexity of o
tradeoffs are necessary to reach these goals, and thi

The Cisco mobility approach within the Cisco Comm
focuses on the following key areas:

 • Accessibility
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 – Enabling students, staff, and guests to be accessible and productive on the 
network, regardless of whether they are in a traditional classroom setting, 
collaborating in a study hall, having lunch with colleagues within campus eating 
areas, or  simply enjoying a breath of fresh air  outside a campus building

 – Enabling easy, secure guest access to college guests such as alumni , 
prospective students, contractors, vendors and other visitors.

Usability

In addition to extremely high WL AN transmission speeds made possible by the 
current generation of IEEE 802.11n technology, latency-sensitive applications (such as 
IP telephony and video conferencing) are supported over the WLAN using 
appropriately applied quality-of-service (QoS) classification. This gives preferential 
treatment to real-time traffic, helping to ensure that video and audio information 
arrives on time. 

Security
 – Segmenting authorized users and blocking unauthorized users

 – Extending the services of the network safely to authorized parties
 – Enforcing security policy compliance on all devices seeking to access network 

computing resources. Faculty and other  staff enjoy rapid and reliable 
authentication through IEEE 802.1x and Extensible Authentication Protocol (EAP), 
with all information sent and received on the WLAN being encrypted. 

te For information on how security design is addressed within the Cisco 
Community College reference design, see Chapter  6 , “Community College 
Securi ty Design.” 

Manageability

A relatively small team of college network administrators must be able to easily 
deploy, operate, and manage hundreds of access points that may reside within a 
multi-campus community college. A single, easy-to-understand WL AN management 
framework provides small, medium, and large community colleges with the same 
level of WLAN management scalability, reliability, and ease of deployment 
demanded by traditional enterprise business customers.

Reliability
 – Providing adequate capability to recover from a single-layer fault of a WL AN 

access component or controller wired link
 – Ensuring that WL AN accessibility is maintained for students, faculty, staffs and 

visitors in the event of common failures

cessibility
is section provides a brief introduction to the fundamental protocol used for 
mmunication between access points and WLAN controllers, followed by a discussion 

obility design considerations pertaining to those aspects of the Cisco Community 
llege reference design relevant to accessibility, such as the following:

WL AN controller location
WL AN controller connectivity

Access points

The basic mobility components involved with providi
Community College reference design consists of WL
that communicate with each other using the IETF stan
arrangement, access points provide the radio conne
controllers manage the access points and provide co

Figure 4 shows the use of CAPWAP by access points
traffic to a WLAN controller.

Figure 4 CAPWAP Access Point to WLC Communicatio

CAPWAP enables the controller to manage a collectio
the following three primary functions in the mobility d

 • Control and management of the access point
 • Tunneling of WLAN client traffic to the WL AN con

 • Collection of 802.11 data for overall WLAN syste
CAPWAP is also intended to provide WL AN controlle
with which to manage radio-frequency ID (RFID) read
enable controllers to interoperate with third-party acc

In controller software Release 5.2 or  later, Cisco lightw
to communicate between the controller and other lig
network. Controller software releases before Release
Point Protocol (LWAPP) for these communications. N
access points are also compatible with the preceding
that the Cisco Aironet 1140 Series Access Point supp

The mobility approach in the Cisco Community Colle
feature set available in Cisco Wireless LAN Controlle
CAPWAP.
For detailed CAPWAP protocol information, see the fo
http://www.ietf.org/rfc/rfc5415.txt .

WLAN Controller Location

WL AN campus deployments are t ypically categorize
distributed and centralized:
 • Distributed controller—In this model, WL AN con

campus network, typically on a per-building basi
the access points resident in a given building. Th
connect controllers to the campus network using

LWAPP

LWAPP

LWAPP/CAPWAP

LWAPP/CAPWAPLWAPP

Network

AP

AP

AP

LWAPP/CAPWAP

http://www.ietf.org/rfc/rfc5415.txt
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mobility and roaming, see the 

/Enterprise/Mobility/emob41dg/ch

munity College reference design 
 Figure 5. 

le and flexible platform that enables 
medium to large-sized enterprises 
formance and maximum scalability, 
 simultaneously manage from 12 to 

 access point controller licensing 
f access point licenses required, 
s in  the future when community 
g more than 250 total access points, 
ontrollers can be deployed as 

er can be found at the following URL: 
s/ps6302/ps8322/ps10315/data_s

, including the following:

IDs)

 ports that connect the controller to 
troller supports up to eight Gigabit 
ach physical port on the controller 
 trunking characteristics. 
mmunity College Mobility Deployment Guide

each building. In the distributed deployment model, the CAPWAP tunnels formed 
between access points and WLAN controllers are typically fully contained within the 
confines of the building.

Centralized controller—In this model, WL AN controllers are placed at a centralized 
location in the network. Because centralized WLAN controllers are typically not 
located in the same building as the access points they manage, the CAPWAP tunnels 
formed between them must traverse the campus backbone network.

e Cisco Community College reference design is based on the centralization of WL AN 
ntrollers, on a per-campus basis, and follows established best practices, such as those 
ntained in Chapter 2 of the Enterprise Mobility 4.1 Design Guide at the following URL: 
p://www.cisco.com/en/US/solutions/ns340/ns414/ns742/ns820/landing_ent_mob_d
ign.html.
ure 3 shows the planned deployment of WLAN controllers within distinct per-campus 

rvice blocks, each associated wi th the main, large remote, medium remote, and small 
ote campus sites respectively. Service blocks tend to be deployed at locations in the 

twork where high availability routing, switching, and power is present. In addition, these 
as tend to be locally or remotely managed by network staff possessing higher skill 
s.
me of the advantages underlying the decision to centralize the deployment of WLAN 
ntrollers on a per-campus basis include the following:

Reduced acquisition and maintenance costs—By servicing the needs of all campus 
users from a central point, the number of WL AN controller hardware platforms 
deployed can be reduced compared to that required for a distributed, per-building 
design. Similarly, incremental software licensing costs associated with  WL AN 
controllers are reduced as well. These economies of scale typically increase with the 
size of the campus WLAN.
Reduced administrative requirements—By minimizing the total number of WLAN 
controllers deployed, the controller management burden imposed on community 
college campus network administrators is minimized. 

Cost-effective capacity management—The use of a centralized WLAN controller  
model allows the designer the ability to centrally service access points located in 
multiple building locations and efficiently manage controller capacity.
Simplified network management and high availability—Centralized WLAN controller 
designs simpli fy overall network management of controllers, as well as facilitate 
cost-effective controller high availability approaches. This can protect the campus 
from a loss of WL AN access in the rare event of a controller failure, without the 
expense of 1:1 controller duplication.

Reduced component interaction points—Centralizing WL AN controllers minimizes 
the number of integration points that must be managed when interfacing the 
controller with  other devices. When integrating the WL AN controller with the Network 
Admission Control (NAC) appliance on any given campus, for example, only one 
integration point must be administered.
Increased performance and reliability—Centralized WL AN controller deployments 
usually lead to highly efficient inter-controller  mobility. For  large campuses, there is 
also an incremental economy of scale that occurs as the network grows larger. By 
centralizing WLAN controllers on a per-campus basis, CAPWAP tunneling between 
access points and WL AN controllers is not normally required to traverse WAN links 
(except during controller failover), thereby conserving WAN bandwidth and 
improving performance overall.

Note For additional information on inter-controller 
following URL: 
http://www.cisco.com/en/US/docs/solutions
2_Arch.html#wp1028197.

The choice of WLAN controller for the Cisco Com
is the Cisco 5508 Wireless Controller, as shown in

Figure 5 Cisco 5508 Wireless Controller

The Cisco 5508 Wireless Controller is a highly scalab
system-wide services for mission-critical wireless in 
and campus environments. Designed for 802.11n per
the Cisco 5508 Wireless Controller offers the ability to
a maximum of 250 access points per controller. Base
provides the flexibility to purchase only the number o
with the ability to add additional access point license
college campus growth occurs. In campuses requirin
or load sharing/high availability is required, multiple c
necessary. 

More information on the Cisco 5508 Wireless Controll
http://www.cisco.com/en/US/prod/collateral/wireles
heet_c78-521631.html .

WLAN Controller Connectivity

This section discusses WLAN controller connectivity

 • Controller connectivity to the wired network
 • Controller connectivity to the wireless devices

 • Defining WLANs and Service S et Identifiers (SS
 • WL AN controller mobility groups

 • WL AN controller access point groups
 • WL AN controller RF groups

Controller Connectivity to the Wired Network

WL AN controllers possess physical entities known as
its neighboring switch (the Cisco 5508 Wireless Con
Ethernet Small Form-Factor Pluggable [SFP] ports). E
supports, by default, an 802.1Q VL AN trunk, with fixed

http://www.cisco.com/en/US/solutions/ns340/ns414/ns742/ns820/landing_ent_mob_design.html
http://www.cisco.com/en/US/solutions/ns340/ns414/ns742/ns820/landing_ent_mob_design.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/ch2_Arch.html%23wp1028197
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/ch2_Arch.html%23wp1028197
http://www.cisco.com/en/US/prod/collateral/wireless/ps6302/ps8322/ps10315/data_sheet_c78-521631.html
http://www.cisco.com/en/US/prod/collateral/wireless/ps6302/ps8322/ps10315/data_sheet_c78-521631.html


SBACo

No

Inte
pa
po
Pro
mu

No

A s
ha
be
inte
ac
co
list
po

Lin
sta
ch
you
an
dis

Cu
ind
for
WL
foll
htt
htm
In t
are
usi

Fig

 are connected via the services 
 of up to eight Gigabit Ethernet 
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nsure that the failure of a single line 
re of the WL AN controller 

es required to implement this 
ervices block are the same switch 
nel connectivity between switches 

ller link aggregation, as well as the 
isco Communit y College reference 
age -18.

hion instead of multiple AP manager 
licity:

 Gigabit Ethernet links, link 
 between the controller and the 

 fail, traffic is automatically migrated 
least one controller port is 
ess points remain connected to the 
d receive data. Terminating on 

ar switch, or different switch stack 
ancy and ensures that connectivity 

oller  is maintained in the rare event 

er configuration ; for example, 
h interface is not required.

t involve provisioning wireless 
the community college campus 
and guests. These considerations 
s services blocks, as well as the 
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oups likely require access to the 
age may occur at different times, it 
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curity and performance.
ontroller to address this need is the 
mapped to different wired network 
 configured and assigned a unique 
 names a WL AN. For this reason, an 
rk name. 

Se
B

mmunity College Mobility Deployment Guide

te For more information concerning the various types of ports present on Cisco 
WLAN controllers, see the Cisco Wireless L AN Controller Configuration Guide, 
Release 6.0 at the following URL: 
http://www.cisco.com/en/US/docs/wireless/controller/6.0/configuration/guide/
Controller60CG.html.

r faces are logical entities found on the controller. An interface may have multiple 
rameters associated with it, including an IP address, default gateway, primary physical 
r t, optional secondary physical port, VL AN identifier, and Dynamic Host Configuration 
tocol (DHCP) server. Each interface is mapped to at least one pr imary port, and 
ltiple interfaces can be mapped to a single controller port. 

te For more information concerning the various types of interfaces present on Cisco 
WLAN controllers, see the Cisco Wireless L AN Controller Configuration Guide, 
Release 6.0 at the following URL: 
http://www.cisco.com/en/US/docs/wireless/controller/6.0/configuration/guide/
Controller60CG.html.

pecial type of controller interface is known as the AP manager interface. A controller 
s one or  more AP manager interfaces, which are used for all Layer 3 communications 
tween the controller and its joined access points. The IP address of the AP manager 

r face is used as the tunnel source for CAPWAP packets from the controller to the 
cess point, and as the destination for CAPWAP packets from the access point to the 
ntroller. The AP manager interface communicates through a distribution system port by 
ening across the Layer 3 network for CAPWAP “join” messages generated by access 
ints seeking to communicate with and “join” the controller.

k aggregation (L AG) is a partial implementation of the 802.3ad port aggregation 
ndard. It bundles all of the controller distribution system ports into a single 802.3ad port 
annel, thereby reducing the number of IP addresses needed to configure the ports on 

r controller. When LAG is enabled, the system dynamically manages port redundancy 
d load balances traffic transparently to the user. LAG bundles all the enabled 
tribution ports on the WLAN controller into a single EtherChannel interface.

rrently published best practices specify either multiple AP manager interfaces (with 
ividual Ethernet links to one or more switches) or link aggregation (with all links destined 

 the same swi tch or switch stack) as the recommended methods of interconnecting 
AN controllers with  wired network infrastructure. For more information, see the 

owing URL: 
p://www.cisco.com/en/US/docs/wireless/controller/6.0/configuration/guide/c60mint.

l#wp1277659. 
he Cisco Community College reference design , the Cisco 5508 Wireless Controllers 
 interconnected with the modular switches or switch stacks found in the services block 

ng link aggregation and EtherChannel exclusively, as shown in Figure 6.

ure 6 WLAN Controller Link Aggregation to Services Block

In this way, one or more centralized WLAN controllers
block to the campus core. This design can make use
connections from the Cisco 5508 Wireless Controlle
Gigabit Ethernet connections should be distributed am
switch stack members as much as possible, so as to e
card or switch stack failure does not result in total failu
connection to the campus network. The switch featur
connectivity between the WLAN controller and the s
features that would otherwise be used for  EtherChan
in general. 
Further discussion of the advantages of using contro
considerations concerning i ts implementation in the C
design can be found in Controller Link Aggregation, p

The key advantage of using link aggregation in this fas
interfaces is design performance, reliability, and simp

 • With the Ethernet bundle comprising up to eight
aggregation provides very high traf fic bandwidth
campus network.

 • With link aggregation, if any of the controller ports
to one of the other controller ports. As long as at 
functioning, the system continues to operate, acc
network, and wireless clients continue to send an
different modules within a single Catalyst modul
members (as shown in Figure 6), provides redund
between the services block switch and the contr
of a failure.

 • Link aggregation also offers simplicity in controll
configuring primary and secondary ports for eac

Controller Connectivity to Wireless Devices

This section deals with the design considerations tha
access for the var ious user groups that reside within 
system, such as the faculty, administrators, students, 
include the WLAN controllers deployed in the campu
access points that are located in the campus building

Defin ing WLANs and SSIDs

In most community colleges, various campus user gr
WL AN for a var iety of purposes. Although peaks in us
is safe to assume that a large portion of these groups
at the same time. Thus, in designing for mobility withi
reference design, the physical campus wireless infra
segmentation in such a fashion that a reasonable pro
simultaneously and with an appropriate degree of se
One of the basic building blocks used in the WL AN c
ability to provision logical WLANs, each of which are 
interfaces by the WL AN controller. These WL ANs are
SSID, which is a sequence of characters that uniquely
SSID is also sometimes referred to simply as a netwo

rvices
lock

CT5508 WLC
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te Each set of wireless devices communicating directly wi th each other is called a 
basic service set (BSS). Several BSS s can be joined together to form one logical 
WLAN segment, referred to as an extended service set (ESS). An SSID is simply 
the 1–32 byte alphanumeric name given to each ESS.

promote ease of administration, the value chosen for the SSID should bear some direct 
ationship to the intended purpose of the WLAN. 
ure 7 provides a h igh-level illustration of the four logical WLANs that provide mobility 
hin the Cisco Community College reference design, and how they are mapped to 
AN controller network interfaces or tunneled to another controller. For ease of 

ministration and the support of students, faculty, and guests that frequent multiple 
puses, the names chosen for the WLAN SSIDs should be consistent within each 
pus in the communit y college system. For  example, student wireless access should 

 available anywhere there is WLAN RF coverage within this particular community 
llege system using the SSID entitled student.

ure 7 WLAN SSIDs

he Community College reference design, the set of WLAN SSIDs provide access to 
 following WLANs:

A secured staff WLAN network with dynamically generated per-user, per-session 
encryption keys.
This WL AN would be used by college faculty, staff, and administration using 
managed client devices, such as laptops, PDAs, and so on. The secured staff WL AN 
is designed to provide secure access and good performance for devices controlled 
by the community college network administration staff. Unlike the student and guest 
access WL ANs, devices that are used on the secured staff WL AN are usually 
procured and deployed by (or with the knowledge and cooperation of) the 
community college network administration staff on behalf of faculty and other 
university staff users. Faculty and staff users are typically prohibited from bringing 
their own personal PDAs, laptops, or voice over WLAN (VoWL AN) phones to use on 
the secured staff WLAN. This allows, for example, a baseline level of authentication 
and encryption to be deployed for the secured staff WLAN without concern for 
whether or not the devices using the secured staff WLAN can support this level of 
authentication and encryption. 

The characteristics of this WLAN include the following:

 – Wi-Fi Protected Access 2 (WPA2) encryptio
and Cisco Centralized Key Management (Ci
for enhanced roaming.

 – Most modern WLAN client devices being pr
authentication and encryption. The addition
for faster roaming by enabling Cisco CKM-e
from one access point to another without th
roam completes.

 – Broadcast SSID enabled. Enabling this help
difficulties with some clients. There is no rea
broadcast SSID. 

 – QoS profile setting of silver (best effort deliv
Note For more details on WL AN QoS, see the refe

Quality-of-Service, page -14.

 – Wi-Fi Multimedia (WMM) policy of allowed. T
that can support 802.1e enhanced Q oS pr ior
WMM in this way is also in compliance with 

 – Mandatory IP address assignment via DHCP
static IP addresses helps to mitigate the risk

 – Radio policy set to allow clients to use eithe
WL AN. This allows clients that can take adva
(such as increased capacity and reduced in

Note The 802.11b and 802.11g physical layers (PHY
GHz industrial, scientific, and medical (ISM) fr
PHY is applied in the unlicensed 5 GHz ISM b
are capable of operating in either 2 .4 or 5 GHz
capable of using any of the three PHYs. Selec
achieved via software configuration. 

Clients using the very high speed 802.11n PH
single band, or they may be 802.11n “dual-ba
802.11g, and 802.11a PHYs, simply stating tha
precisely indicate what frequency bands the

For more information about the 802.11n PHY 
GHz frequency bands, see the following URL
http://www.cisco.com/en/US/solutions/colla
ite_paper_80211n_design_and_deployment

 • A secured VoWLAN network that is optimized for
staff, and administration using managed client de
As was the case with the secured staff WL AN, th
secure access and good performance when use
the Cisco Uni fied Wireless IP Phone 7925G) that 
managed by (or  with the knowledge and cooper
network administration staff. Such procurement i
faculty and other university staff users. To assure
effective device management, faculty and staff u

SSID=VoWLAN

SSID=Student
SSID=Guest

SID=VoWLAN

SID=Student

SSID=VoWLAN

SSID=Staff
SSID=Student
SSID=Guest

SSID=VoWLAN
SSID=Staff

SSID=Student
Tunneled Guest Traffic

SSID=Staff

SSID=Guest
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bringing their own personal VoWL AN phones and using them on this WLAN. This 
allows, for example, a baseline level of authentication and encryption to be deployed 
for this WLAN wi th the knowledge that the devices using this WL AN can support that 
level of security. The key differences between this WLAN and the secured staff 
WL AN include the following:

 – The security policy on this WLAN is WPA with Cisco CKM, which is 
recommended as a best practice for the Cisco 7921G and 7925G VoWLAN 
phones.

 – WL AN controller QoS profile setting of platinum, which assigns the highest 
prior itization to voice traf fic.

 – WMM policy is required (this precludes the use of clients that do not support 
WMM).

 – Load-based Call Admission Control (CAC) should be specified for this WLAN. 
This prevents VoWL AN calls from being added to an access point that is unable 
to accept them without compromising call quality.

 – The radio policy should be set to allow clients to access only this WLAN using 5 
GHz. This helps to ensure that all secured voice devices take full advantage of 
the robust call capacity and reduced co-channel interference characteristics 
associated with 5 GHz. 

For further information on best practices for voice applications, see the Voice over 
Wireless L AN 4.1 Design Guide at the following URL: 
http://www.cisco.com/en/US/docs/solutions/Enterpr ise/Mobility/vowlan/41dg/vowl
an41dg-book.html.

A student WL AN that uses web authentication for wireless access to the network 
using unmanaged and privately owned clients such as laptops, PDAs, iPod Touch, 
iPhones, and so on. 
This method of access is normally simple enough for all WLAN users and all 
platforms, regardless of manufacturer or model. A key challenge in managing 
wireless access for any large population of users possessing the freedom to choose 
their wireless clients is how to provide ubiquitous access while still providing an 
acceptable level of security. Because the ratio of students to network administrative 
staff is so heavily skewed in favor of the number of students, any student access 
WL AN solution should require vir tually “zero touch” from campus community college 
network staff, while allowing the vast majority of devices on the marketplace to 
successfully connect to the network. Characteristics of the student WLAN include the 
following:

 – 802.1x /EAP authentication is not used. For simplicity of configuration 
across all devices, encryption is not configured on the student WLAN. 
Transport-level or application-layer encryption may be used if deemed 
applicable.

 – To provide access control and an audit trail, the s tudent access WLAN 
authenticates  the user via a web portal (“web authentication”) where all 
network access, apart from DHCP and Domain Name Service (DNS), is 
blocked until the user enters a correct username and password into an 
authentication web page. 

 – The student WLAN client device user is re-d
web page whenever the client attempts to op
web authentication. This authentication web
internal WLAN controller web server or the N
Community College reference design. User
authentication can reside on a RADIUS A AA

 – Broadcast SSID is enabled.

 – QoS profile setting of silver (best effort deliv
 – WMM policy is set to allowed.

 – Radio policy should be set such that client a
GHz or 5 GHz.

 • A guest access WLAN that uses web authentica
network. 

Traffic to and from this guest access WLAN is tun
no visibility by, or interaction with, other traffic in th
College reference design uses the Cisco Unified
flexible , easy-to-implement method for deployin
Ethernet in IP (RFC3378) within the Cisco Comm
Ethernet in IP is used to create a tunnel across a L
controller endpoints (known as the foreign and a
controller is the controller resident in the respec
described ear lier, whereas the anchor controller
The benefit of this approach is that no additional
techniques must be implemented to isolate gue
from all other enterprise traffic. 

See Guest Access, page -14 for further informati
surrounding the products and techniques used 
designing for  mobility in the Cisco Community C
For technical information on Guest Access best 
the Guest Access section in the Enterprise Mobi
URL: 
http://www.cisco.com/en/US/docs/solutions/En
uAc.html.

Similar to the requirements stated earlier for the 
access WL AN must also be designed to accom
alumni, vendors, contractors, prospective studen
wide variety of WLAN guest clients they may brin
numbers will likely be much less compared to th
brought onto campus by guest users are typically
by communit y college campus network adminis
control over the type of device used, mandating 
WPA or WPA2 encryption is usually not practical
Characteristics of the guest access WLAN includ

 – The guest access WLAN uses web authentic
described in the student access WL AN, in o
an audit trail. 

 – The guest access WL AN user is re-directed
whenever the user attempts to open any we
authentication via the web portal. This authen

http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/vowlan/41dg/vowlan41dg-book.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/vowlan/41dg/vowlan41dg-book.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/ch10GuAc.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/ch10GuAc.html
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internal WLAN controller  web server  in the Cisco Community College reference 
design. However, there is an option of using a non-controller-based web 
authentication server, such as the Cisco NAC Appliance. Usernames and 
passwords for authentication can reside on a RADIUS AAA server (Cisco ACS).

 – Broadcast SSID is enabled.

 – The guest access WL AN uses a QoS profile setting of bronze (less than best 
effort) .

 – WMM policy is set to allowed.

 – Radio policy should be set such that client access is  allowed to  use either 2.4 
GHz or 5  GHz.

Additional information about the definition of controller WLANs and SSIDs can 
be found in the Enterprise Mobility 4.1 Design Guide at the following URL: 
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/em
ob41dg-wrapper.html.

AN Control ler Mobili ty Groups

obility group is a group of WLAN controllers that behave as a single virtual WL AN 
ntroller, shar ing essential end client, access point, and RF information. A given WL AN 
ntroller is able to make decisions based on data received from other members of the 
bility group, rather than relying solely on the information learned from its own directly 

nnected access points and clients. The WLAN controllers in a mobility group form a 
sh of authenticated tunnels between themselves, affording any member controller the 

ility to efficiently communicate with any other member controller within the group.

bility groups are used to help facilitate seamless client roaming between access 
ints that are joined to different WL AN controllers. The pr imary purpose of a mobility 
up is to create a vir tual WLAN domain (across multiple WLAN controllers) to provide a 

mprehensive view of a wireless coverage area. Typically, two WLAN controllers should 
 placed in the same mobility group when an inter-controller roam is possible between 
cess points. If the possibility of a roaming event does not exist, it may not make sense 

ut the WLAN controllers in the same mobility group. 
r example, consider the scenario illustrated in  Figure 8. Here we see a large and a 
dium building located on the same campus, in relatively close proximity to one another, 

h a small building located on a remote campus some distance away. Assume for the 
rposes of this example that the access points of each building are joined to a different 

AN controller, with the controllers servicing the large and medium building located 
hin the main campus service block, and the WLAN controller servicing the smaller 
ilding located on the remote campus. The circular and oval patterns surrounding each 
ilding are intended to represent a very simplistic view of hypothetical outdoor RF 
verage. 

Figure 8 Campus Roaming

Figure 8 shows that there is overlapping coverage be
buildings, but not between the small building and any
users must leave the main campus and traverse throu
smaller remote campus, and vice versa. Because roam
medium and large building, but not between the sma
only the WLAN controllers servicing the medium and
the same mobility group. The WLAN controller  servic
configured to be a member of the same mobility grou
In applying the concept of mobility groups to the Cisc
design, consider the following:
 • Within a community college or community colleg

campuses, it is assumed that intra-campus roami
resident on the same campus. This may not actu
some may have buildings co-located on the sam
non-coverage exist between them. However, ass
possible between all buildings allows us to make
generally applicable to both situations. Thus, in o
design, all WL AN controllers serving access poi
are placed within the same mobility group.

 • It is also assumed that in the vast majorit y of case
distant from the main campus (as well as from on
roaming impractical. Allowing for the rare except
adjacent or  otherwise overlap one another, for th
roaming between buildings located on di fferent 

Figure 9 provides a high-level illustration of how mob
handled in the Community College reference design
group name assigned for the campus.

Main Campus

WLC 2WLC 1

Large
Building

Medium
Building

User Movement User M

http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/emob41dg-wrapper.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/emob41dg-wrapper.html
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ure 9 Community College Mobility Groups

e following are some of the key design considerations concerning mobilit y groups:
The controllers present at each campus are defined as members of a mobility group 
unique to that campus. Each controller in the same mobility group is defined as a peer 
in the mobility list of all controllers for that mobility group.

If inter-campus roaming between two campuses is possible, the controllers at both 
campuses should be assigned into the same mobility group and defined as peers in 
the mobility list of all controllers for that mobility group.
Because of high-speed WAN/MAN connectivity between campuses, access point 
failover to a remote backup controller resident at the main campus becomes feasible. 
To support this, access points can be configured to failover to a WLAN controller 
outside of their mobility group. This is discussed further in Controller Redundancy, 
page -20 and AP Controller Failover, page -21.

A single mobility group can contain a maximum of 72 WL AN controllers. The number 
of access points supported in a mobility group is bound by the number of controllers 
and the access point capacity of each controller. Thus, for the Cisco 5508 Wireless 
Controller, a mobility group can have up to 72 times 250, or 18,000 access points.

e advantage of this approach to mobility group use is clarity and simplicity in 
ployment and administration. This is a key point when keeping in mind that the typical 
mmunity college has a limited network administrative staff that is usually 
ource-constrained and very busy. By dividing the community college system into 

mobility groups as indicated in Figure 9 , design simp
capacity of the Cisco 5508 Wireless Controller, the lim
controllers per mobility group is not a significant trad

Additional information about WLAN controller mobilit
information, can be found in the Enterprise Mobi li ty 4.1
http://www.cisco.com/en/US/docs/solutions/Enterpr
tml#wp1028143.

WLAN Control ler Access Point Groups

Typically, each WLAN defined on the controller is ma
(as shown ear lier for the secure staff, VoWL AN, and stu
case however, where the Cisco 5508 Wireless Contro
access points. Assume also that there are 10 users ass
the same WLAN and SSID. This would result in 2500 
which the WLAN is mapped. A potential issue with this
particular overall network design, the use of subnets l
may not be possible .

To address this issue, the WLAN can be divided into 
grouping capability of the WLAN controller. AP group
supported across multiple dynamic VL AN interfaces
assigning a group of access points to an access poin
then mapping the group to a specific dynamic interfa
grouped logically, such as by building or  set of buildin
grouping based on site-specific VLANs.

Figure 10 Access Point (AP) Groups
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.1 Design Guide at the following URL: 
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 is anticipated that each campus 
 dual-band 802.11n access points 
ds. It is generally assumed that 
ing interior areas, plus a 50–75 yard 
f course, it is important to consider 
 areas not intended for human entry 
ay possess areas within the 

ot be accessible to campus users at 
cant areas may not be identified, so 
iring WLAN access will likely be 
ocess that is an integral part of any 

, see the Cisco 802.11n Design and 
 
teral/ns340/ns394/ns348/ns767/w
t_guidelines.html.

rior building WLAN access can be 
ccess point (see Figure 11), which 

g in  seamlessly with the aesthetics 

nt (AIR-LAP1142N)

 Cisco Aironet 1140 Series 802.11n 
l antenna elements that incorporate 
equency band. Ideal for indoor 
, faculty offices, and so on, the Cisco 
lly pleasing metal housing covered 
ant learning environments. The 
 ability to be powered directly from 
ll-performance 802.11n 
e Cisco Community College 

s 802.11n access point 
tions is the AIR-LAP1142N.
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 shown in Figure 10, three dynamic interfaces are configured, each mapping to a 
-specific VLAN: VLANs 61, 62, and 63. Each site-specific VLAN is mapped to a group 
ccess points that uses the same WLAN/SSID (AP groups one, two, and three). Thus, a 

ulty member associating to the WLAN using an access point that is part of AP group 
e is assigned an IP address from the VLAN 61 IP subnet. Likewise, a faculty member 

ociating to the WLAN using an access point that is part of AP group two is assigned an 
address from the VLAN 62 IP subnet, and so on. Roaming between the site-specific 
ANs is then handled internally by the WLAN controller as a Layer 3 roaming event. As 
h, the WL AN client maintains its original IP address. 

co 5508 Wireless Controllers can contain up to 192 access point group definitions, 
h up to 16 WLANs defined in each group. Each access point advertises only the 
abled WLANs that belong to its access point group. Access points do not advertise 
abled WL ANs that are contained within its access point group, or WL ANs belonging to 

other access point group.
mplementations of the Cisco Community College reference design where addressing 
i tations are present, the use of access point grouping to allow a single WLAN to be 

ported across multiple dynamic VL AN interfaces on the controller can be extremely 
neficial.

AN Control ler RF Groups

e strategy behind how RF groups, otherwise known as RF domains, are deployed within 
 Cisco Community College reference design represents another important 

ployment consideration that can affect overall accessibility. An RF group is a cluster of 
AN controllers that collectively coordinate and calculate their dynamic radio resource 

nagement (RRM) settings. Grouping WL AN controllers into RF groups in th is way allows 
 dynamic RRM algorithms used by the Cisco Unified Wireless Network to scale 

yond a single WL AN controller. In this way, the benefits of Cisco RRM for a given RF 
up can be extended between floors, buildings, and even across campuses.
te Complete information regarding Cisco Radio Resource Management can be 

found in the Cisco Radio Resource Management under Unified Wireless 
Networks at the following URL: 
http://www.cisco.com/en/US/tech/tk722/tk809/technologies_tech_note09186a
008072c759.shtml.

ere is any possibility that an access point jo ined to one WLAN controller may receive 
 transmissions from an access point joined to a different WLAN controller, the 

lementation of system-wide RRM is recommended, to include both controllers and 
ir acc ess points. In this way, RRM can be used to optimize configuration settings to 
id 802.11 interference and contention as much as possible. In this case, both WLAN 

ntrollers should be configured with the same RF group name. 
eneral, Cisco prefers simplicity in the configuration of RF groups within the mobility 

sign. Thus, all WLAN controllers in the Community College reference design are 
nfigured with the same RF group name. Although it is true that geographically disparate 

AN controllers have very little chance of experiencing RF interaction, and thus need 
t be contained in the same RF domain, for most community college deployments there 
o disadvantage to doing so. An exception to this would be in extremely large 

ployments, as the maximum number of controllers that can be defined in a single 
bility group is twenty. A clear advantage to this approach is simplicity of configuration 

d better support of N+1 controller redundancy (see Controller Redundancy, page -20 
 further details).

A more detailed discussion as well as best practice re
of RF groups can be found in the Enterprise Mobility 4
http://www.cisco.com/en/US/docs/solutions/Enterpr
tml#wp1028184.

Access Points

In the Cisco Community College reference design, it
building requiring WLAN access will be outfitted with
providing RF coverage in both the 2 .4 and 5 GHz ban
campus users will require WLAN access in most build
outdoor perimeter area surrounding each building. O
that most bui ldings will almost certainly contain some
or occupancy at any time. Similarly, some buildings m
aforementioned outdoor perimeter that simply may n
any time. During your initial mobility design, these va
the precise subset of inter ior and exterior areas requ
better determined during the site survey planning pr
wireless network deployment.
Note For more information on site survey planning

Deployment Guidelines at the following URL:
http://www.cisco.com/en/US/solutions/colla
hite_paper_80211n_design_and_deploymen

In most community colleges, the vast majority of inte
provided by the Cisco Aironet 1140 Series 802.11n a
delivers pervasive wireless connectivity while blendin
of most modern campus learning environments. 

Figure 11 Cisco A ironet 1140 Series 802.11n Access Poi

To deliver the right mix of style and performance, the
access point contains six integrated omni-directiona
the use of three hidden discrete elements for  each fr
environments such as classrooms, corridors, libraries
Aironet 1140 Series 802.11n access point has a visua
by a white plastic shell that blends with the most eleg
Aironet 1140 series 802.11n access point provides the
802.3af power-over-Ethernet (PoE) while sustaining fu
connections on both of its radios simultaneously. In th
reference design, the model of the Cisco 1140 Serie
recommended for most interior  campus building loca

http://www.cisco.com/en/US/tech/tk722/tk809/technologies_tech_note09186a008072c759.shtml
http://www.cisco.com/en/US/tech/tk722/tk809/technologies_tech_note09186a008072c759.shtml
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/ch2_Arch.html%23wp1028184
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/ch2_Arch.html%23wp1028184
http://www.cisco.com/en/US/solutions/collateral/ns340/ns394/ns348/ns767/white_paper_80211n_design_and_deployment_guidelines.html
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oints can power both 802.11n radios, 
 encryption, while drawing only 15.4 
 tradeoff associated with the use of 
at the AP-1250 Series requires 
ance, approximately 18.5 to 20 

hanced-PoE (ePoE). Keep in mind, 
Cisco Aironet 1250 series access 
 or you wish to support only a single 

t 1250 Series 802.11n access point 
atalyst switch. 
ess point with 20 watts of input 

ns:
odule (such as the 3560-E, 3750-E, 

 number AIR-PWRINJ4). This option 
ess point to deliver  full 802.11n 

yst switch. Power is injected directly 
ctor without reliance on the power 

hin the marketplace, in most 
et 1250 series 802.11n access point 
re they are necessary to address 
er total cost per access point 
er footpr int, and a heavier mounting 
 802.11n access point.

cess point, Cisco recommends 
evels of PoE input power as you 
xample, if you plan to deploy Cisco 
ith 15.4 watts of PoE, it is 
 that perform your site survey using 

and access points should be kept 
ironments (for example, interior 
e campus buildings):

 pre-802.11n wireless clients. The 
tageous for most users, and 
s:

 technology, the installed base of 5 
s widespread as 2.4 GHz 802.11b 
 of users translates into less 
peration at higher throughput rates. 
mmunity College Mobility Deployment Guide

te Complete information (including country-specific ordering information) regarding 
the Cisco Aironet 1140 series 802.11n Access Point can be found at the following 
URL: http://www.cisco.com/en/US/products/ps10092/index.html .

hough the Cisco Aironet 1140 Series 802.11n access point is capable of servicing the 
lk of all community college interior wireless access needs, there are some tradeoffs to 
nsider in specialized situations. For example, in situations where the results of pre-site 
vey planning indicate that the use of external antennas are required to best meet 

ecific RF coverage requirements, an access point providing external antenna 
nnectors will be necessary. This can be a situation where a focused directional antenna 
ttern is required, or simply one where aesthetic requirements demand that the access 
int be completely hidden, with only a small antenna footprint exposed to public view. In 
er cases, perhaps one or more access points will need to be deployed in laboratory 

vironments where the anticipated operating temperature extremes are not within  
mmon norms. Here, extended operating temperature tolerances beyond that of the 
co Aironet 1140 Series 802.11n access point may be required.

assist in addressing these and other rare but still significant deployment challenges 
t may be encountered on the community college campus, the Cisco Aironet 1250 
ries 802.11n access point is recommended (see Figure 12). 

ure 12 Cisco A ironet 1250 Series 802.11n Access Point (AIR-LAP1252AG)

signed with a next-generation ruggedized modular form factor, the Cisco Aironet 1250 
ries 802.11n access point is intended for no-compromise performance in combination 
h the inherent expandability and customizability required to address challenging 
ployment situations. With robust modular ized construction and six RP-TNC antenna 
ks that allow antennas to be positioned independently of the access point itself, the 
co Aironet 1250 Series 802.11n access point can be used to address situations 
uir ing focused directional coverage patterns, extended operating temperature 
abilities or minimal-footprint installations where it is highly preferable that the access 

int chassis is totally hidden from view. In the Cisco Community College reference 
sign, the AIR-LAP1252AG model of the Cisco 1250 Series of access points is 
ommended for those and other  types of demanding deployments. 
te To help discourage theft and vandalism, both the Cisc o 1140 as well as 1250 

Series 802.11n access points are manufactured with a security slot machined into 
the access point casing. You can secure either model access point by installing a 
standard securi ty cable (such as the Kensington Notebook MicroSaver, model 
number 64068) into the access point security cable slot.

mplete information regarding the Cisco Aironet 1250 series 802.11n access point can 
 found at the following URL: 
p://www.cisco.com/en/US/products/ps8382/index.html . Additional information 

concerning the antenna options available for the Cisc
access point can be found at the following URL: 
http://www.cisco.com/en/US/prod/collateral/wireles
513837.pdf
Note that Cisco Aironet 1140 Series 802.11n access p
at full transmit power running two spatial streams with
watts of power from an 802.3af PoE Catalyst switch . A
Cisco Aironet 1250 Series 802.11n access points is th
slightly more power to reach its peak levels of perform
watts of power from a switch capable of providing en
however, that if the full performance capability of the 
point is not necessary in your particular deployment,
RF band (i.e., either 2 .4 GHz or 5 GHz) the Cisco Airone
can also operate with 15.4 watts from a 802.3af PoE C
To provide the Cisco Aironet 1250 S eries 802.11n acc
power, Cisco recommends the following power optio
 • An ePoE Cisco Catalyst switch or switch blade m

4500E and 6500E Series.
 • The use of a mid-span ePoE injectors (Cisco part

allows the Cisco Aironet 1250 series 802.11n acc
performance while connected to any Cisco Catal
onto the wire by the AIR-PWRINJ4 mid-span inje
output level of the switch itself.

Although its deployment flexibility is unparalleled wit
community college installation cases, the Cisco Airon
is typically only deployed only in those locations whe
challenging situations. Other tradeoffs include a high
because of the added cost of external antennas, a larg
weight as compared to the Cisco Aironet 1140 series

Note For the Cisco Aironet 1250 Series 802.11n ac
performing your site survey using the same l
expect to use in your final deployment. For e
Aironet 1250 Series 802.11n access points w
recommended for consistency and accuracy
the same PoE input power levels.

The following design considerations regarding dual-b
in mind when designing networks for dense user env
classrooms and lecture halls within community colleg
 • Use the 5 GHz band whenever possible

In general, this applies for both 802.11n as well as
character istics of 5 GHz operation make it advan
especially 802.11n users, for the following reason
 – Despite the maturity of 802.11 wireless LAN

GHz 802.11a clients generally is not nearly a
and 802.11g clients. A smaller installed base
contention with existing clients and better o

http://www.cisco.com/en/US/products/ps10092/index.html
http://www.cisco.com/en/US/products/ps8382/index.html
http://www.cisco.com/en/US/prod/collateral/wireless/ps7183/ps469/at_a_glance_c45-513837.pdf
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 5.5 Mbps) consume more airtime 
 data payloads at higher data rates 
erformance in any given access 
tage of low data rate frames tend to 
city and disabling lower data rates, 

e of the data rates described below 
sence of clients that can transmit or 
 are recommended:

ps rates.
 Mbps rates. 

ot disable 802.11b entirely? In other 
 2.4 GHz rates altogether? Although 
tter performance for 802.11g users, 
cially on guest access WLANs 
g a device with embedded legacy 
ecause of th is, depending on the 

 to simply disable only the three 
mpletely confident that the situation 
nvironment should you consider 

nd antenna deployments can be 
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terprise/Mobility/vowlan/41dg/vowl

iate perimeter area of each campus 
utdoor Access Point is 

r Access Point

sign, the Cisco Aironet 1520 Series 
or extension to the campus wireless 
WLAN controllers and the Cisco 
lows for deployment outdoors 
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 – The number of non-802.11 interferers (such as cordless phones and wireless 
personal networks) operating in the 5 GHz band is still just a fraction of the 
number found within the 2.4 GHz band. 

 – The amount of available bandwidth found in the 5 GHz band is much greater than 
that of the 2.4 GHz band. In the United States, there are twenty-one 5 GHz 
non-overlapping channels that can be deployed. This translates into the ability to 
deploy with density and capacity in mind, and allow background resourc es such 
as Cisco RRM to handle channel and power output requirements accordingly.

Design and survey for  capacity, not just maximum coverage

It is a natural tendency to try to squeeze the most coverage from each access point 
deployed, thereby servicing as much of the campus as possible with the lowest total 
access point investment. When designing networks for high-speed applications, 
attempting to design for maximum coverage at maximum transmitter  output power 
can be counter-productive, as the maximum coverage footprint is typically attained 
using lower data rates and degraded signal-to-noise ratios. In addition, such false 
economies often sacr ifice the ability to effectively make use of advanced tools such 
as Cisco RRM to address anomalies such as “coverage holes” and other deficiencies. 
Instead, the successful designer should design for capacity and generally aim to 
have access points installed closer together at lower power output settings. This 
approach allows for access point transmitter power to be dynamically managed via 
Cisco RRM. It also allows the practical use of higher data rates, provides RRM with the 
necessary transmission power “headroom” to allow for the ability to compensate for 
environmental changes, and facilitates the use of advanced capabilities such as 
location-based context-aware services.
Mount access points or antennas on the ceiling when possible

Cisco Aironet AP-1140 Series 802.11n access points should be mounted on ceilings 
only. Ceiling mounting is recommended in general for the types of indoor 
environments found with in community colleges, especially for voice applications. In 
the majority of carpeted indoor environments, ceiling-mounted antennas typically 
have better signal paths to handheld phones, taking into consideration signal loss 
because of attenuation of the human head and other obstacles.

Ceiling mounting locations are usually readily available, and more importantly, they 
place the radiating portion of the antenna in open space, which usually allows for the 
most efficient signal propagation and reception . Cisco Aironet 1250 S eries 802.11n 
access points can be mounted as deemed necessary during pre-site survey 
planning or during the actual site survey process. However, ceiling mounting of Cisco 
Aironet 1250 Series access point antennas is highly recommended, especially for 
omni-di rectional style antennas.
Avoid mounting on surfaces that are highly reflective to RF

Cisco rec ommends that all antennas be placed one to two wavelengths from 
surfaces that are highly reflective to RF, such as metal. The separation of one or more 
wavelengths between the antenna and reflective surfaces allows the access point 
radio a better opportunity to receive a transmission, and reduces the creation of nulls 
when the radio transmits. Based on this recommendation, a good general rule of 
thumb then is to ensure that all access point antennas are mounted at least five to six 
inches away from any large metal reflective surfaces. Note that although recent 
technological advances have helped greatly in mitigating problems with reflections, 
nulls, and multipath, a sensible antenna placement strategy still is very important to 
ensure a superior deployment. 

 • Disable legacy and low speed data rates

Globally disable any unnecessary low speed 80
operating at low data rates (for example, 1, 2, and
when compared to clients transmitting the same
such as 36 Mbps and 54 Mbps. Overall system p
point cell drops significantly when a large percen
consume available airtime. By designing for  capa
aggregate system capacity can be increased. 
Unless you are aware of specific reasons why on
are required in your deployment (such as the pre
receive only at these rates), the following actions

 – For 2.4 GHz, disable the 1, 2 , 5.5, 6 , and 9 Mb
 – For 5 GHz, disable at a minimum the 6 and 9

A common question concerning 2.4 GHz is why n
words, why not disable the 1, 2, 5.5, and 11 Mbps
this certainly may offer advantages relating to be
this approach may not be entirely practical, espe
where a visitor might attempt to gain access usin
radio technology that may not support 802.11g. B
mix of clients in the environment, it may be wiser
802.11b data rates below 11 Mbps. Only if you co
just described is entirely not applicable in your e
completely disabling all 802.11b data rates.

Additional best practice guidelines for access point a
found in the following reference documents:

 • Enterprise Mobility 4.1 Design Guide— 
http://www.cisco.com/en/US/docs/solutions/En
41dg-wrapper.html

 • Voice O ver Wireless LAN 4.1 Design Guide— 
http://www.cisco.com/en/US/docs/solutions/En
an41dg-book.html

To provide outdoor WL AN access around the immed
building, the Cisco Aironet 1520 Series Lightweight O
recommended (see Figure 13). 

Figure 13 Cisco A ironet 1520 Series Lightweight Outdoo

As part of the Cisc o Community College reference de
Lightweight Outdoor Access Point provides an outdo
network, with central management provided through 
Wireless Control System. A very rugged enclosure al

http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/emob41dg-wrapper.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/vowlan/41dg/vowlan41dg-book.html
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eight Outdoor Access Point 
 and secure outdoor WLAN 

vices. The Cisco Aironet 1524PS 
 is a multiple-radio access point that 
ndards, as well as 4.9 GHz public 

ss point can support independent 
ously. The main tradeoff with the 

 Outdoor Access Point is the added 
ronments where public safety 
 4.9  GHz clients, the added benefits 

n considered worthwhile. The 
htweight Outdoor Access Point 

 reference design is the 

ess Point is a dual-radio, dual-band 
z) and 802.11b/g standards 

ts, the Cisco Aironet 1522 provides 
ved radio sensitivity and range 
del are the lack of 4.9 GHz licensed 

 GHz is in use among public safety 
tweight Outdoor Access Point 
 reference design for deployments 

ntire range of Cisco Aironet 1520 
n on these antenna options can be 
tdoor Access Point Ordering Guide 

/ps5679/ps8368/product_data_sh

ght Outdoor Access Point can be 
rect DC, or direct AC. The entire 
o Aironet 1520 Series Lightweight 

tweight Outdoor Access Point can 
jector (Cisco AIR-PWRINJ1500-2) 
 not use any other power injector or 
anced PoE switches) in an attempt 
S eries Lightweight Outdoor Access 
eight Outdoor Access Point is 
RINJ1500-2 power injector. Keep in 

eries Lightweight Outdoor Access 
utdoor weather elements, the 

ed for indoor installation only.

tead to integrate a standard access 
 In this case, it is highly 
2 .11n access point be used as the 
ilities would facilitate connection to 
mmunity College Mobility Deployment Guide

hout the need to purchase additional housings or third-party National Electrical 
nufacturers Association (NEMA) enclosures to provide protection from extreme 
ather. The robust, weatherized housing of the Cisco Aironet 1520 Series Lightweight 
tdoor Access Point can be painted to adapt to local codes and aesthetics.

hough the Cisco Aironet 1520 Series Lightweight Outdoor Access Point is part of the 
tdoor mesh series of Cisco access point products, a full outdoor mesh campus 
astructure is beyond the scope of the Cisco Community College reference design at 

s time. Rather, in this design Cisco Aironet 1520 Series Lightweight Outdoor Access 
ints are deployed only as root access points (RAPs), located outdoors on each building 
uch a manner that a satisfactory outdoor perimeter area is established. The precise 
ation of these outdoor access points, as well as antenna choices, depends on the 

aracter istics associated with the required coverage area and other particulars, and 
uld be determined during pre-site survey planning.

r readers who wish to augment the recommendations made in this design guide and 
ploy a full campus outdoor mesh configuration, see the Cisco Aironet 1520, 1130, 1240 
ries Wireless Mesh Access Points, Design and Deployment Guide, Release 6.0 at the 
owing URL: 
p://www.cisco.com/en/US/docs/wireless/technology/mesh/design/guide/MeshAP_
.html.

hoosing among the various models of Cisco Aironet 1520 Lightweight Outdoor 
cess Points, readers may also wish to consider whether local campus, municipal, state 

ther public safety agencies are currently using or otherwise plan to deploy compatible 
 GHz public safety equipment (see note below) in emergency response vehicles. If this 
he case, it may be wise to plan ahead in conjunction with campus and local public 
ety agencies to accommodate the use of this licensed band for  connectivity from 
perly equipped first responders and emergency vehicles to your campus WL AN. In 
 event of a campus emergency, the ability to connect to and moni tor in-building events, 

access key safet y and security applications, can significantly enhance the ability of law 
forcement and other agencies to locate and combat threats.

te In 2003, the U.S. Federal Communications Commission (FCC) allocated 50 MHz 
of spectrum in the 4.9 GHz band to public safety services. Public safety agencies 
can use this 4.9 GHz band to implement wireless networks with advanced 
services for the transmission of mission-critical information. Because of the 
limited number of transmitters and the requirement for licensing, interference on 
the 4.9 GHz band tends to be below that of other bands, such as 2.4 GHz and 5 
GHz. Communications using the 4.9 GHz public safety band must be related to 
the protection of life, health, or property. Examples include WL ANs for incident 
scene management, mobile data, video surveillance, VoWLAN, fixed 
point-to-point, and so on.

n if 4.9 GHz access is not available on campus, public safety agencies may still be able 
ccess the campus WLAN using standard 2.4 GHz or 5 GHz unlicensed bands. This 

pends on whether the emergency response vehicles of the agencies in question are 
uipped to do so, as well as the configuration of their equipment. Keep in mind that when 
blic safety users access campus WLANs using unlicensed 2.4 GHz and 5 GHz 
quencies during crisis events, they must also contend for  access with other unlicensed 

rs of these frequencies, as well as deal with any interference from other sources 
ated within those bands.

th this in mind, the particular model of outdoor access point recommended for outdoor 
r imeter building coverage, depending on the inclusion of 4.9 GHz as follows:

 • The Cisco Aironet 1524PS (Public Safety) Lightw
includes 4.9 GHz capability and provides flexible
coverage for both public safety and mobility ser
Public Safety Lightweight Outdoor Access Point
complies with the IEEE 802.11a and 802.11b/g sta
safety licensed operation parameters. This acce
data exchanges across all three radios simultane
Cisco Aironet 1524PS Public Safety Lightweight
purchase and deployment cost. However, in envi
agencies are already equipped with compatible
and advantages afforded by the 1524PS are ofte
model of Cisco Aironet 1524PS Public Safety Lig
recommended in the Cisco Community College
AIR-LAP1524PS.

 • The Cisco Aironet 1522 Outdoor Lightweight Acc
product that is compliant with IEEE 802.11a (5-GH
(2.4-GHz). Designed for demanding environmen
high performance device access through impro
performance. The tradeoffs of deploying this mo
public safety support in environments where 4.9
agencies. The model of Cisco Aironet 1522 Ligh
recommended in the Cisco Community College
without 4.9GHz is the AIR-L AP1522AG.

Cisco offers a wide array of antenna options for the e
Series Lightweight Outdoor Access Points. Informatio
found in the Cisco Aironet 1520 Series Lightweight Ou
at the following URL: 
http://www.cisco.com/en/US/prod/collateral/wireless
eet0900aecd8066a157.html.

All models of the Cisco Aironet 1520 Series Lightwei
powered from a multitude of sources, include PoE, di
range of power input options is described in the Cisc
Outdoor Access Point Ordering Guide. 

Note Although the Cisco Aironet 1520 Series Ligh
be conveniently powered via PoE, a power in
specific to this product line must be used. Do
Ethernet switch PoE capability (including enh
to directly provide PoE to Cisco Aironet 1520 
Points. The Cisco Aironet 1520 Series Lightw
approved for  use only wi th the Cisco AIR-PW
mind that although the Cisco Aironet 1520 S
Point is intended to be installed exposed to o
AIR-PWRINJ1500-2 power injector is approv

Some Cisco partners and customers may choose ins
point into their  own weatherproof outdoor enclosure.
recommended that the Cisco Aironet 1250 Series 80
basis for that integration, as its external antenna capab

http://www.cisco.com/en/US/docs/wireless/technology/mesh/design/guide/MeshAP_60.html
http://www.cisco.com/en/US/docs/wireless/technology/mesh/design/guide/MeshAP_60.html
http://www.cisco.com/en/US/prod/collateral/wireless/ps5679/ps8368/product_data_sheet0900aecd8066a157.html
http://www.cisco.com/en/US/prod/collateral/wireless/ps5679/ps8368/product_data_sheet0900aecd8066a157.html
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he EoIP tunnel to the anchor 

LAN client via the guest access 
PWAP from the access point to the 

N controller, they are encapsulated 
ing the anchor controller, these 

or border router via the guest VLAN. 
 DMZ allows guest user traffic to be 

tly, with no visibility by, or interaction 

ination of guest WL AN traffic and is 
t be established to limit 
nly those controllers authorized to 
ding filtering on source or 
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ternal antennas via bulkhead connectors. However, integrating a standard indoor 
cess point into a weatherproof outdoor enclosure in this manner has the disadvantage 
acking 4.9 GHz support in areas where public safety agencies are so equipped.

ability
is section discusses the mobility design considerations pertaining to those aspects of 
 Cisco Community College reference design that are relevant to overall usability, such 

the following:

Quali ty-of-service (QoS)
Guest access

Traffic and performance

ality-of-Service

e WLAN controller should be configured to set the 802.1p marking of frames received 
d forwarded onto the wired VLAN to reflect the QoS policy used on this WLAN. 
erefore, if the WL AN controller is connected to a switch that is configured to trust the 
ss-of-service (CoS) and maintain a translation table between CoS and Differentiated 
rvices Code Point (DSCP), the translation between wireless QoS policy and wired 
twork Q oS policy occurs automatically.
he Cisco Community College reference design, WL AN traffic is pr ioritized based on 
 Q oS profiles (platinum, silver, bronze, and so on) applied to each WLAN. However, this 

es not change the IP QoS classi fication (DSCP) of the client traffic carried, which means 
t client traffic leaving WLAN controllers may need to be reclassified based on network 

licy. 

is may be achieved via one of following approaches:
Applying policy at each of the switch virtual interfaces (SVIs) connecting the WLAN 
controller to the wired network

 • Learning the QoS policy that has already been a
components, because this should already be in 
policy

In the Cisco Community College reference design, th
because it provides both the advantage of initial conf
ongoing ease of maintenance. This technique require
maintained on the WLAN controllers themselves, with
policies on adjacent switches. Switches need to be c
frames forwarded to them by the WLAN controller.

To implement this approach, the WLAN controller sho
marking of packets forwarded onto wired VLANs to re
specific WL AN from which they were received. There
connected to a switch that is configured to trust CoS
between CoS and DSCP, the translation between wire
occurs automatically. 

For example, assume a packet received originates fro
profile has been assigned. This translates to a DSCP 
controller assigns a CoS value of 5 in the header of th
wired switch. Similarly, if the same packet originates fr
of silver, the translated CoS value is 0. 
For more information on WL AN QoS, see the followin

 • Voice over Wireless LAN 4.1 Design Guide 4.1— 
http://www.cisco.com/en/US/docs/solutions/En
an41dg-book.html.

 • Enterprise Mobility 4.1 Design Guide— 
http://www.cisco.com/en/US/docs/solutions/En
oS.html

uest Access
e Cisco Community College reference design uses the Cisco Unified Wireless LAN 
est Access option to offer a flexible, easy-to-implement method for deploying wireless 

est access via Ethernet over  IP (EoIP), as described in RFC3378. EoIP tunneling is used 
tween two WL AN controller endpoints in the centralized network design. The benefit of 
s approach is that there are no additional protocols or segmentation techniques 
cessary to achieve guest traffic isolation in relation to other internal traffic. Figure 14 

ws a high-level view of guest access using this technique with a centralized WL AN 
ntroller design. 

ure 14 Guest Access Solution High-Level Overview

 shown in Figure 14, a WLAN controller with a specific purpose is located in the main 
pus DMZ, where it is referred to as an anchor controller. The anchor controller  is 

ponsible for terminating EoIP tunnels originating from centralized campus WLAN 
ntrollers, and interfacing the traffic from these controllers to a firewall or border router. 
 described in earlier sections of this document, the centralized campus WLAN 
ntrollers are responsible for termination, management, and standard operation of the 
ious WL ANs provisioned throughout the enterprise, including one or  more guest 

WL ANs. Instead of being switched locally to a corres
controller, guest WL ANs are instead transported via t
controller in the DMZ. 

When an access point receives information from a W
WL AN/SSID, these frames are encapsulated using CA
campus WLAN controller. When received at the WL A
in EoIP from there to the anchor c ontroller. After reach
frames are de-encapsulated and passed to a firewall 
The use of EoIP and an anchor WLAN controller in the
transported and forwarded to the Internet transparen
with, other traffic in the enterprise.

Because the anchor controller is responsible for term
positioned within the Internet DMZ, firewall rules mus
communication between the anchor controller  and o
establish EoIP tunnels to them. Such rules might inclu

http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/vowlan/41dg/vowlan41dg-book.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/vowlan/41dg/vowlan41dg-book.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/ch5_QoS.html
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stination controller addresses, UDP port 16666 for inter-WL AN controller 
mmunication, and IP protocol ID 97 (Ethernet over  IP) for client traffic. Other rules that 

ht be needed include the following:

TCP 161 and 162 for  SNMP
UDP 69 for TFTP

TCP 80 or 443 for HTTP, or HTTPS for GUI access
TCP 23 or 22 for Telnet, or SSH for command-line interface (CLI) access

e following are other important considerations to keep in mind regarding the use of this 
est access solution:

For the best possible performance, Cisco strongly recommends that the anchor 
controller be dedicated to supporting EoIP guest access tunneling only. In other 
words, do not use the anchor controller for any other purpose but EoIP guest access 
tunneling. In particular, in addition to its guest access role, the anchor controller  
should not be used to control and manage other access points in the enterprise.
When deploying a Cisco 5508 Wireless Controller as an anchor controller, keep in 
mind that because the anchor controller is not going to be used to manage access 
points, it can be licensed to support only a minimal number of access points. For  
example, a Cisco CT5508-12 (12 access point-licensed capacity) can function quite 

well as an anchor controller in the Cisco Commu
in networks where hundreds or thousands of acc
campus Cisco 5508 Wireless Controllers. 

 • Multicast traffic is not supported over guest tunn
wireless controllers.

 • The mobilit y group name of the anchor controlle
for campus controllers. This is done to keep the a
from the mobility groups associated with the gen

 • The mobilit y group name for every campus WLA
tunnels with the anchor controller must be config
the anchor controller configuration.

Finally, although the focus for the Cisco Community C
pure controller-based guest access solution, note tha
are available that combine what is discussed in this s
control platform external to the WL AN controller. For e
topology described in this section can be integrated 
might be the case, for example, if the community colle
NAC Appliance within their Internet DMZ to support w
shown in Figure 15, the wireless guest access topolo
this scenario, the guest VLAN interface on the ancho
interface on the NAC Appliance, instead of to a firewa

Figure 15 Cisco UWN Guest Access with Anchor WLC an
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ure 15 shows that the NAC Appliance is responsible for  redirection, web 
thentication, and subsequent access to the Internet. The campus and anchor 
ntrollers are used only to tunnel guest WLAN traffic across the enterprise into the DMZ, 
ere the NAC appliance is used to actually control guest access. The tradeoff here is the 
ded cost of the external access control solution, versus the benefits it affords in relation 

our particular deployment.
te Additional information concerning the design and deployment of the Cisco 

Uni fied Wireless Network guest access solution can be found in the Enterpr ise 
Mobility 4.1 Design Guide at the following URL: 
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/ch
10GuAc.html#wp999659.

e Cisco NAC Guest Access Server  is another member of the Cisco Network Admission 
ntrol solution family that can further enhance the utility of your design by assisting 

twork administrators in the provisioning of guest access user accounts. The NAC Guest 
cess Server  facilitates the creation of guest accounts for temporary network access by 
rmitting provisioning by authorized personnel in a simple and secure manner. In 
di tion, the whole process is recorded in  a single place and stored for later reporting, 
luding details of the network access activity. Cisco NAC Guest Server integrates with 
co NAC Appliance through an application programming interface (API), allowing for 

est accounts to be controlled via the Guest S erver user interface, including creation, 
iting, suspension, and deletion of accounts. The Cisco NAC Guest Server then controls 
se accounts on the Cisco NAC Appliance through the API (shown in Figure 16). In 

di tion, the Guest Server receives accounting information from the NAC Appliance to 
able full reporting.

ure 16 NA C Guest Server with NAC Appliance and WLAN Controller

co NAC Guest Server can also integrate directly wi th Cisco WLAN controllers through 
 RADIUS protocol, allowing for guest accounts to be controlled via the Guest Server 
r interface, including the creation, editing, and deletion of guest accounts. In this case, 

 WL AN controller makes use of the NAC Guest Server to authenticate guest users 
own in Figure 17). In addition, the Guest Server receives accounting information from 
 WL AN controller to enable fu ll reporting.

Figure 17 NA C Guest Server with WLA N Controller Alone

Note For more information on the Cisco NAC Gues
http://www.cisco.com/en/US/prod/collateral
product_data_sheet0900aecd806e98c9.htm

Traffic and Performance

When designing mobility solutions incorporating the 
campus infrastructure, questions often arise concern
network performance. In examining the impact of CA
network traffic volume, the following three points sho
 • CAPWAP control traffic volume—CAPWAP cont

considerably depending on the current activity s
type of traffic volume usually reaches a zeni th du
controller reboot. In most campuses, however, th
considered negligible, and is of no consequence
centralized deployment model over other option

 • Tunneling overhead—A Layer 3 CAPWAP tunne
of overhead to a typical IP packet traversing to an

Note A previous examination of the Light Weight A
predecessor to CAPWAP and similar in many
is approximately 44 bytes. With that said, traf
average load LWAPP control traffic plac es on
Kb/sec. Given that average packets sizes fou
deployments are approximately 300 bytes, th
approximately 15 percent.

Once again, this is generally viewed as resulting
especially in light of the considerable merits ass
deployment versus other options.

 • Traffic engineering—WL AN traffic tunneled to a 
routed from the location of the WL AN controller  t
In the case of the Cisco Community College refe
practices are followed concerning the placemen
per-campus centralized services block. With tha
flows associated with a centralized deployment 

nsor
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http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/ch10GuAc.html#wp999659
http://www.cisco.com/en/US/prod/collateral/vpndevc/ps5707/ps8418/ps6128/product_data_sheet0900aecd806e98c9.html
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ystems (wIPS) is simplified through 
es Engine (MSE).

feature and benefit available in the 
 scope of this chapter, but the 
: 

/wireless/ps5755/ps6301/ps6305/
l.

 centralized WCS management 
n campus is used. The data center 

s greater detail and magnification.

 server is up to 3000 Cisco Aironet 
 WL AN controllers. As such, most 
ference design are well served by a 
cated on the main campus. 

tforms and requirements, see the 

wcs/6.0/configuration/guide/6_0w

 reporting, auditing, and 
ble to any authorized community 

eb browser access.
CS will be restricted to network 
emote campuses, as well as faculty 
ot all have equivalent resource and 
ess will be limited further, based on 
es. With few exceptions, it is not 
thorized to use the major ity of 

s mobility resources is regulated 
n wi th the appropriate assignment 

he main campus central network 
age any and all mobility resources 

m, remote campus administrators 

Video Surveillance
Media Server
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positioning the WLAN controllers in that part of the network where a large portion of 
the client traffic is already destined. In the Cisco Community College reference 
design, client-to-host/server traffic is typically destined for a local campus or main 
campus data center. This being the case, the overhead associated with any 
inefficiencies introduced because of centralized placement is not seen as adding 
significant delay or  overhead.

nageability
 mentioned earlier, each WL AN controller in the Cisco Community College reference 
sign provides both a CLI as well as a graphical web user interface, which are primarily 

d for controller configuration and management. These user interfaces provide ready 
cess to the network administrator. However, for a full-featured, centralized complete 
cycle mobility management solution that enables community college network 

ministrators to successfully plan, configure, deploy, monitor, troubleshoot, and report on 
oor and outdoor wireless networks, the use of the Cisco Wireless Control System 
CS) is highly recommended (see Figure 18).

ure 18 Cisco Wireless Control System

e Cisco Wireless Control System allows very effective management of wireless 
tworks supporting high-performance applications and mission-critical solutions. 
ective management of these networks helps to simplify college network operation and 

rove the productivity of administrators, staff, and faculty. The comprehensive Cisco 
S platform scales to meet the needs of small, midsize, and large-scale WLANs across 

al and remote campuses. Cisco WCS gives college network administrators immediate 
cess to the tools they need when they need them, wherever they may be located within 
 community college. 
erational costs are significantly reduced through a simplified and intuitive GUI, wi th 

ilt-in tools delivering improved efficiency and helping to reduce training costs, even as 
 campus network grows incrementally larger. Cisco WCS lowers operational costs by 

dressing the whole range of mobility management requirements (radio frequency, 
cess points, controllers, mobility services, and so on) using a single unified 
nagement platform deployed in a centralized location, and with minimal impact on 
ffing requirements.

co WCS can scale to manage hundreds of Cisco WLAN controllers, which in  turn can 
nage thousands of Cisco Aironet access points. For installations where network 
nagement capabilities are considered mission-cri tical, WCS also supports a 
tware-based high availability option that provides failover from a primary (active) WCS 

server to a secondary (standby). Adding mobility ser
software and adaptive wireless intrusion prevention s
Cisco WCS integration with the Cisco Mobility S ervic

Note A detailed description of each management 
Cisco Wireless Control System is beyond the
information can be found at the following URL
http://www.cisco.com/en/US/prod/collateral
product_data_sheet0900aecd802570d0.htm

In the Cisco Community College reference design, a
server located in the data center block within the mai
block was initially shown in Figure 3. Figure 19 provide

Figure 19 WCS Within the Data Center Block

The current upper limit for  scaling WCS on a high-end
CAPWAP-based access points, and up to 750 Cisco
implementations of the Cisco Community College re
mobility design using a WCS management server lo

Note For further information on WCS hardware pla
following URL: 
http://www.cisco.com/en/US/docs/wireless/
st.html#wp1061082.

The planning, configuration, deployment, monitoring,
troubleshooting made available by WCS are accessi
college network administrator  via standard secured w
Generally speaking, it is anticipated that access to W
administrators and their staff located at the main and r
administrators and staff. However, these groups will n
functionality access. It is anticipated that resource acc
administrative level and assigned campus or  campus
anticipated that most students will be required nor  au
services offered by WCS.

In this design, the ability to query and manage campu
using the virtual domain feature of WCS, in conjunctio
of WCS user r ights. Thus, although key members of t
administration staff may possess the authority to man
located on any campus throughout the college syste
may be limited by the following:

Data Center

M
V

Cisco ACS
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WCSSRST/Video
Gateway

Cisco
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Ma

http://www.cisco.com/en/US/prod/collateral/wireless/ps5755/ps6301/ps6305/product_data_sheet0900aecd802570d0.html
http://www.cisco.com/en/US/prod/collateral/wireless/ps5755/ps6301/ps6305/product_data_sheet0900aecd802570d0.html
http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0wst.html#wp1061082
http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0wst.html#wp1061082
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 does not at this time provide for the 
r in  an N+1 software-based 
 where WCS management services 
ould instead consider modifying the 
anagement platform configured for 

y configurations, see the following 

wcs/6.0/configuration/guide/6_0ad

errupt management traffic between 
on remote campuses. One way to 
agement server function out further 
nt on a per-campus basis. However, 
ificantly, requiring one WCS 
 a Cisco WCS Navigator 
 main campus si te. Because it is 

anagement services provided by 
majority of community colleges, 
t included in the Cisco Community 

s assumed that in  this type of a rare 
ally manage WLAN controllers 
ent intervention be required in such 

 the following URL: 
05/index.html.

tions pertaining to those aspects of 
ant to overall reliability, and includes 

y of WLAN controller 
on (L AG). As mentioned earlier, LAG 

ation standard. It bundles all the 
ad port channel, thereby reducing 
ll controller wired ports. When LAG 
undancy and load balances access 

network administrator. With the 
oftware used in the Cisco 
 can be bundled together into a 
e in distr ibuting access point traffic 
mmunity College Mobility Deployment Guide

Campus resource management visibility policy—This is performed by assigning the 
network mobility infrastructure components associated with each campus to a WCS 
vir tual domain, and assigning the virtual domains to appropriate network 
administrators. Key members of the central administrative staff are assigned to the 
WCS root domain, granting them overall authority to view and configure all mobility 
infrastructure resources, on any campus, via their WCS management consoles. 
However, personnel responsible for local campus network administration are 
restricted to the discrete mobility infrastructure components associated with the 
vir tual domain representing their local campus. These infrastructure components 
include WLAN controllers, access points, configuration templates, WCS events, 
reports, alarms, WLAN clients, and so on.

Campus resource management access policy—Although the visibility of a resource 
is determined by WCS virtual domain assignment, the subset of acceptable actions 
that are allowed against any visible resources are further regulated by the 
assignment of appropriate WCS user and group rights, which allow policies to be 
applied that further limit what actions each may be allowed against any visible 
resources.

 the WCS GUI interface, virtual domains (as well as WCS user rights) can be assigned 
he WCS server or using an external security manager such as Cisco Secure ACS. 

te Further information regarding how WCS virtual domains may be used to limit 
individual campus network administrator  access to segments of the mobility 
network outside of their scope of responsibility, while still providing for  overall 
“root” administrator control of the entire wireless network, may be found at the 
following URL: 
http://www.cisco.com/en/US/prod/collateral/wireless/ps5755/ps6301/ps6305/
brochure_c02-474335.html.

est access credentials can be created and managed centrally using the Cisco WCS. A 
twork administrator can create a limited privilege account within WCS that permits 
bby ambassador” access for the purpose of creating guest credentials. With such an 
count, the only function a lobby ambassador is permitted is to create and assign guest 

r credentials to controllers that have web-policy configured WL ANs. In the rare event 
t a centralized WCS management system is not available because of a server failure, a 

twork administrator can establish a local administrator account on the anchor WLAN 
ntroller, with lobby ambassador privileges, as a backup means of managing the guest 
cess solution. 
e use of a centralized WCS management server in the Cisco Community College 
erence design provides key advantages such as reduced initial deployment cost and 
se of maintaining server resources in a centralized location, coupled with good 
rformance across modern high-speed LANs and WANs. Of course, as with  any design 
oice, certain tradeoffs exist, such as the following:

WCS server failure
he Cisco Community College reference design, the centralized mobi lity network 
nagement servic es provided by WCS are not regarded as being mission-critical for 
 majority of community college deployments. Thus, in the rare event of a WCS server  

ure, and given the cost constraints of most community college environments, i t is 
umed that direct WLAN controller management workarounds (such as that described 

rlier for guest access management) are an acceptable cost compromise. Any 
wntime realized because of a WCS server failure, although undoubtedly very 
onvenient, would in most cases not be viewed as entirely catastrophic. This being the 

case, the Cisco Community College reference design
added cost of a secondary WCS management serve
high-availability arrangement. However, deployments
are critical to the mission of the community college sh
design to include the services of a secondary WCS m
N+1 software-based high-availability.
Note For more information on WCS high availabilit

URL: 
http://www.cisco.com/en/US/docs/wireless/
min.html#wp1132580.

 • Unrecoverable WAN failure

A catastrophic, unrecoverable WAN failure can int
WCS and the WLAN controllers that are located 
protect against this is to distribute the WCS man
into the network, and centralize WCS manageme
this increases the cost of WCS deployment sign
management server per campus, and preferably
management aggregation platform located at the
believed that the centralized mobility network m
WCS are not regarded as mission-critical to the 
these decentralized management options are no
College reference design at this time. Instead, it i
occurrence, the aforementioned ability to minim
directly will suffice, should any network managem
circumstances. 

Note For more information on WCS Navigator, see
http://www.cisco.com/en/US/products/ps73

Reliability
This section discusses the mobility design considera
the Cisco Community College reference design relev
the following:

 • Controller link aggregation
 • Controller redundancy

 • AP controller failover

Controller Link Aggregation

An important capability used to enhance the reliabilit
interconnection to the wired network is link aggregati
is a partial implementation of the 802.3ad port aggreg
controller distribution system ports into a single 802.3
the number of IP addresses needed to make use of a
is enabled, the system dynamically manages port red
points across each port, without interaction from the 
Cisco 5508 Wireless Controller and the release 6.0 s
Community College reference design, all eight ports
single Gigabit EtherChannel interface. L AG is effectiv

http://www.cisco.com/en/US/prod/collateral/wireless/ps5755/ps6301/ps6305/brochure_c02-474335.html
http://www.cisco.com/en/US/prod/collateral/wireless/ps5755/ps6301/ps6305/brochure_c02-474335.html
http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0admin.html#wp1132580
http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0admin.html#wp1132580
http://www.cisco.com/en/US/products/ps7305/index.html
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th ends of the link, it does not matter 
r Link Aggregation Control Protocol 

otocol (PAgP), because no channel 
e switch.

 Catalyst swi tches is by use of the 

arate link aggregation groups. Only 
troller. Therefore, you can connect a 
ighbor switch device (note that this 

ches).
hanges to the link aggregation 
ontroller.
anager interface is needed 

band management interface of the 
s the AP manager interface.

8 Wireless Controller distribution 
herefore, you must configure link 
ighbor switch that have been 
dules.

tional physical distr ibution port is 
hough Cisco 5508 Wireless 
f access points per port, Cisco 
s are connected to the controller, 
net interfaces are used to connect 

rfaces on the Cisco 5508 Wireless 
ull advantage of multilayer campus 
n of access layer uplinks. By doing 
on that delivers access layer uplinks 
n rate of between 8:1 and 20:1 (Note 

 to wireless products and are 
tworks as well.)
s Controller deployed with its 

LW

ion Rates

o lle r Oversubscription Rate (8 Gbps)
mmunity College Mobility Deployment Guide

oss all controller ports, as shown in Figure 20. This can be especially important with 
h capacity controllers licensed for many access points, such as the 
co CT5508-250.

ure 20 LA G in the Cisco 5508 WLC

G simplifies controller configuration and improves the overall solution reliability. If any 
he controller ports fail, traffic is automatically migrated to one of the remaining ports. As 
g as at least one controller port is functioning, the system continues to operate, access 

ints remain connected to the network, and wireless clients continue to send and 
eive data. 

e Gigabit Ethernet connections comprising the LAG (up to eight on the 
co 5508 Wireless Controller) should be distributed among different modular line 
ds or switch stack members in the services block to the greatest degree possible. This 
one to ensure that the failure of a single line card or switch stack member does not 

u lt in total failure of the WLAN controller interconnection to the campus network. 
r example, if there are four switch stack members in the services block and LAG is 
nfigured using all eight WLAN controller interfaces, the Gigabit Ethernet links from the 
rvices switch block to the WLAN controller should be distributed two per services 
ck swi tch stack member. In this way, if any switch stack member fails, six other Gigabit 
ernet links to the WL AN controller  remain ready, active, and available to pass data.

e switch features required to implement this connectivi ty between the WL AN controller 
d the services block are the same switch features that are otherwise generally used for 
erChannel connectivity between switches. 
en using a Cisco 5508 Wireless Controller with  link aggregation enabled, i t is important 
eep the following considerations in mind:

 • When the port channel is configured as “on” at bo
if the Cisco Catalyst switch is configured for eithe
(LACP) or Cisco proprietary Port Aggregation Pr
negotiation occurs between the controller and th

The recommended load balancing method for Cisco
CLI command src-dest- ip.
 • You cannot configure the controller ports into sep

one link aggregation group is supported per con
controller in link aggregation mode to only one ne
can be a switch stack with multiple member swit

 • When you enable link aggregation or  make any c
configuration, you must immediately reboot the c

 • When you enable link aggregation, only one AP m
because only one logical port is needed. The in-
Cisco 5508 Wireless Controller can also serve a

 • When you enable link aggregation, all Cisco 550
ports participate in link aggregation by default. T
aggregation for all the connected ports in the ne
outfitted with small form-factor plug-in (SFP) mo

 • When you enable link aggregation, only one func
needed for the controller to pass client traffic. Alt
Controllers have no restrictions on the number o
recommends that i f more than 100 access point
make sure that at least two or more Gigabit Ether
the controller to the services block. 

 • As mentioned previously, there are eight SFP inte
Controller. These may be fully deployed to take f
design guidelines regarding the oversubscriptio
so, it is relatively straightforward to design a soluti
from the WLAN controller with an oversubscriptio
that these oversubscription rates are not unique
equivalent with what is typically seen in wired ne
 provides information for the Cisco 5508 Wireles
maximum complement of 250 access points.

LWAPP LWAPP LWAPP LWAPPAPP LWAPP LWAPP LWAPP

1 2 3 4 5 6 7 8

Management/
AP Manager Interface

Ports

Cisco 5508
WLAN Controller
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Figure 21 Cisco 5508 Wireless Controller Oversubscript

Throughput per AP (Mbps) Cisco 5508 Wireless Contr

25 1:1

50 2:1

100 4:1

150 5:1

200 7:1

250 8:1
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owever, when designing an N+1 
risk of multiple controller failures in  
ces of an oversubscribed backup 
sume even this generally small 
es are avai lable that can provide 
 associated increases in complexit y 

e Deploying Cisco 440X Series 
L: 
technology/controller/deployment/

 design depends greatly on the 
ber of access points involved. In 

mulating what is shown in Figure 22 
ell as all remote campuses address 
ampus services block. In other 
y controllers located on the main 
int and user load of a single fai led 
ach requires that main campus 
s points than necessary for  the 
g of existing controllers is 
al controller platform at the main 
 available capacity of the primary 

the secondary destination for the 
hus, in this particular case, the need 
 for the purposes of controller 

 Figure 3 contains a total of 250 
dings, and the largest of the remote 
s across all remote campus 
ock is equipped with two Cisco 
at this particular Cisco 5508 
), the access point load of the main 
ontrollers (125 access points on 
in campus for one of the following 

d allow up to 125 joined access 
in the pair. This results in the 
ad of 250 access points.

 its jo ined access points to migrate 
ase of a failure of the largest remote 
 c ontrollers operating at their full 

dancy may be found in the following 

trollers— 
hnology/controller/deployment/gui

C
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 shows that even if designing for peak 802.11n throughput of 250 Mbps per access 
point, oversubscription is not expected to exceed campus design guidelines of 8 :1 
when using all the available controller interfaces with L AG.

te For more information concerning WL AN controller link aggregation, see 
Deploying Cisco 440X Series Wireless L AN Controllers at the following URL: 
http://www.cisco.com/en/US/docs/wireless/technology/controller/deployment/
guide/dep.html#wp1062211.

ntroller Redundancy

e ability of the solution to recover from a reasonable degree of component failure is 
ortant in ensuring the reliability of any WL AN networking solution. This is especially 
ortant when there are many users that may rely on a centralized component, such as 
LAN controller, for access into the network. An easy solution is to have a “hot” standby 

condary controller always at the ready for each primary controller  in active service 
herwise known as 1:1 controller  redundancy). Although this offers the highest degree of 
tection from any number of failed primary controllers, i t is also the most costly 

proach.

he Cisco Community College reference design, unforeseen controller  failures are 
ided using an “N+1” controller redundancy model, in which the redundant WL AN 

ntroller is placed in a central location and acts as a backup for multiple active WLAN 
ntrollers. Each access point is configured with the name or IP address of its primary 

AN controller, but is also configured with  the name or IP address of the redundant 
ntroller as its secondary WLAN controller. The N+1 controller redundancy approach is 
sed on the assumption that the probability of more than one primary WLAN controller 
ure occurring simultaneously is very low. Thus, by allowing one centralized redundant 
ntroller to serve as the backup for  many primary controllers, high availability controller 
undancy can be provided at a much lower cost than in a traditional 1:1 redundancy 

angement. Figure 22 provides a general illustration of the principle of N+1 controller 
undancy.

ure 22 General N+1 WLAN Controller Redundancy

e main tradeoff associated with the N+1 redundancy approach is that the redundant 
ntroller may become oversubscribed if multiple primary controllers fail simultaneously. 
eali ty, experience indicates that the probability of multiple controller failures is low, 

especially at geographically separate site locations. H
redundant controller solution, you should assess the 
your environment as well as the potential consequen
controller. In situations where there is reluctance to as
degree of risk, other  controller redundancy approach
increasingly greater degrees of protection, albeit with
and equipment investment. 

Note For more details on controller redundancy, se
Wireless LAN Controllers at the following UR
http://www.cisco.com/en/US/docs/wireless/
guide/dep.html#wp1060810.

The configuration of N+1 redundancy in any mobility
licensed capacity of the controllers used and the num
some cases, configuration is rather straightforward, e
by having the access points of the main campus as w
a common redundant controller located in the main c
cases, there may be sufficient capacity on the pr imar
campus themselves to accommodate the access po
controller on any of the remote campuses. This appro
controllers be licensed for a greater number of acces
support of the main campus alone. Additional licensin
performed in place of providing a dedicated addition
campus for system-wide redundancy. In this case, the
main campus WLAN controllers allow them to act as 
access associated with the largest remote campus. T
to deploy hardware at the main campus site explicitly
redundancy may be avoided.

For example, assume that the main campus shown in
combined access points across all main campus buil
campuses also contains 250 combined access point
buildings. In this case, if the main campus services bl
CT5508-250 WLAN controllers (the “-250” signifies th
Wireless Controller is licensed for 250 access points
campus alone can be split equally between the two c
each controller). This leaves ample capacity in the ma
scenarios to occur:
 • Either of the main campus controllers may fail an

points to migrate (failover) to the other controller 
remaining functional controller bearing the full lo

 • Any remote campus controller may fail and allow
(failover) to the main campus controllers. In the c
campus, this results in each of the main campus
licensed capacity.

Further information regarding WL AN controller redun
documents:
 • Deploying Cisco 440X Series Wireless LAN Con

http://www.cisco.com/en/US/docs/wireless/tec
de/dep.html#wp1060810 
LWAPP

LWAPP LWAPP

LWAPP

LWAPP LWAPP

LWAPP

LWAPP LWAPP

WLAN 
Controller-1

WLAN 
Controller-2

WLAN 
Controller-n

WLAN 
Controller-BKP

entralized Location

APs Configured with:
Primary: WLAN-Controoler-1
Secondary: WLAN Controller-BKP

APs Configured with:
Primary: WLAN-Controoler-2
Secondary: WLAN Controller-BKP

APs Configured with:
Primary: WLAN-Controoler-n
Secondary: WLAN Controller-BKP
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n considerations that comprise an 
isco Communit y College reference 
rence design that assists in solving 

lleges must face in the 21st century. 

icacies of system design to examine 
tion services described in the 

ce design in this area is to enhance 
del that proactively protects 
 and grounds while keeping the 
Cisco Community College 
effectiveness of physical campus 

t unauthorized network access.
lutions includes the following three 

ysical campus protected and safe? 
 helps enable community colleges 

llowing:

ehavior  and delivering alerts about 
 campus security staff to prevent, 
cidents.
ance WL AN communications 
ildings to students, faculty, 

sts. This level of reliable wireless 
d notification of campus personnel 

surveillance systems as well as 
mpus safety systems, to ensure that 
onitored by the right personnel in 

ampus locations to public safety 
 GHz frequencies as well as 
quencies. During periods of crisis, 

t responders with vital tactical 
the campus. The 4.9 GHz band that 
blic Safety Lightweight Outdoor 
uencies that are reserved by the 

collaboration with the Cisco 
these and other capabilities include 
 Context-Aware Mobility Solution, 
d Wireless IP Phone 7925G, and 

ork secure? The Cisco Community 
y the following:
mmunity College Mobility Deployment Guide

Enterprise Mobility 4.1 Design Guide— 
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/emob
41dg-wrapper.html

 Controller Failover

e Cisco Unified Wireless Network provides for multiple failover options that can allow 
cess points to determine which WL AN controller to migrate in the event of a controller 
ure, based on pre-configured priorities. When an access point goes through its 
covery process, it learns about all the WLAN controllers in its mobility group. The 

cess point can prioritize which controller it attempts to join based on its high availability 
nfiguration, or choose a WLAN controller based on loading.

he Cisco Community College reference design, a high-speed WAN/MAN is present 
tween campuses, thus making access point failover to a remote WLAN controller 
sible, as described in the previous section. To accomplish this in the Cisco Community 
llege reference design, access points can be configured to failover to a WLAN 

ntroller that is outside their mobility group. In th is scenario, the remote WLAN controller 
ot in the mobility group that is learned during the AP discovery process, and the IP 

dress of the remote WLAN controller  must be provided in the HA configuration.
r th is to be effective, however, a common WLAN SSID naming policy for key WLANs 
st be implemented to ensure that WL AN clients do not have to be reconfigured in the 
nt of an access point failover  to the main campus backup controller.

st practice considerations regarding to AP controller failover include the following:
After access points initially discover a WL AN controller, access points should be 
manually assigned to primary and secondary controllers. By doing this, AP 
assignment and WLAN redundancy behavior is deterministic.

A common WLAN SSID naming policy is necessary to ensure that WLAN clients do 
not have to be reconfigured in the event of an access point failover to a central 
backup controller. The SSID used to access a particular WLAN throughout the 
multi-campus community college should be the same, regardless of the controller. 

WL AN controllers have a configurable parameter known as AP Fallback that causes 
access points to return to their  primary controllers after a failover event, after the 
primary controller comes back online. This feature is enabled by default. However, 
leaving this parameter at the default value can have some unintended 
consequences. When an access point “falls back” to its pr imary controller, there is a 
brief window of time, usually approximately 30 seconds or so, during which service to 
wireless clients is interrupted because the access points are busy re-joining the 
primary controller. In addition, if connectivity to the primary WLAN controller 
becomes unstable for some reason, the access point might “flap” between the 
primary controller and the backup. For this reason, i t is preferable to disable AP 
Fallback and, in the rare event of a controller failure, move the access points back to 
the primary controller in a controlled fashion during a scheduled service window.

te For more information and best practices regarding AP controller failover, see the 
Enterprise Mobility 4.1 Design Guide at the following URL: 
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/e
mob41dg-wrapper.html.

Community College Mission Relevancy
This document attempts to present the mobility desig
important part of a successful implementation of the C
design. The goal is to provide stakeholders with a refe
the complex business challenges that community co

This closing section steps back from the technical intr
how these design considerations relate to the founda
opening paragraphs of this document.

Safety and Security

The mission of the Cisco Community College referen
safety and security on campus by using a design mo
students, faculty, and staff. Maintaining safe buildings
network secure for today’s community colleges. The 
reference design helps to facilitate and enhance the 
security, track assets, protect the network, and preven
The mobility aspects of Cisco Safet y and Security So
solution sets:
 • Campus physical safety and security—Is the ph

The Cisco Community College reference design
to maintain safe buildings and grounds by the fo

 – Supporting the monitoring of unauthorized b
detected events. Real-time monitoring helps
deter, detect, and respond more quickly to in

 – Providing reliable, secure, and high-perform
throughout building interiors and outside bu
administrators, and community college gue
connectivity can be the key to ensuring rapi
in the event of a safety incident. 

 – Real-time tie-in to wired and wireless video 
portable security devices and thi rd-party ca
unfolding events are detected quickly and m
the right location.

 – Offering WLAN connectivity from strategic c
emergency professionals using licensed 4.9
traditional 2 .4 GHz and 5 GHz unlicensed fre
indoor and outdoor WLANs can provide firs
information about what is happening with in 
is available on the Cisco Aironet 1524PS Pu
Access Point provides access via radio freq
FCC for public safety usage only.

Other Cisco products and solutions that work in 
Community College reference design to enable 
the Cisco Mobility Services Engine (MSE), Cisco
Cisco Unified Communications, the Cisco Unifie
Cisco Video Surveillance products.

 • Network and data security—Is the wireless netw
College reference design addresses this issue b

http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/emob41dg-wrapper.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/emob41dg-wrapper.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/emob41dg-wrapper.html
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an be deployed in such 
ral venues. These types of facilities 

not be within convenient reach of 
ple, a community college location 

ogy, engineering, and math learning 
o classroom si tes to larger-scale 
d or more student computers, a 

rence, and office space.

ss is the foundation of twenty-first 
allenges for community colleges. 
tion can be problematic. Wireless 
ers, radio interference, and network 

resses these challenges is a variety 

 provide options to migrate users to 
t offer increased data rates with less 

s and techniques that can 
ther  parameters to best 

ystems (WCS) that can assist in the 
access points, including their 

administrators to better understand 
best to address them.

d for use with high-performance 
d interface bandwidth of up to 8 

s anywhere on campus extends 
s operations, collaboration, and 
e design supports secure, easy 
ications for students, administrators, 
pus. 

mmunity College reference design 

ailable ubiquitously in all required 
of the Cisco Community College 
twork delivers broadband access 
oor and outdoor areas in the typical 
llows:
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 – Protecting confidential data and transmissions by using the highest level of 
authentication and encryption applicable to the tasks at hand, helping to ensure 
that wireless transmissions remain secure and protected. 

 – Helping to prevent misguided students or malicious intruders from hacking into 
restricted servers or issuing attacks against the wireless network via the 
inclusion of the optional Mobility Services Engine with Wireless Intrusion 
Protection System (wIPS). It also helps quickly locate rogue access points 
anywhere on campus. 

 – Providing an economical guest access solution that furnishes safe and secure 
guest access for campus guests.

Context-aware mobility—Where is an asset located on campus and what is its status? 
The Cisco Unified Wireless Network, in conjunction with Cisco Context-Aware 
Mobility solutions, supports the ability to do the following:

 – Capture and integrate into community college application and administrative 
processes, detailed contextual information about an asset such as its location, 
movement, status, and state. This solution helps community colleges 
automatically collect information about mobile assets, analyze it, and use it to 
reduce errors, improve asset security, prevent delays, improve scalability 
beyond manual processes, and enhance learning functions. 

 – Any asset that is emitting a Wi-Fi signal can be monitored, tracked, and found 
with this solution. A Wi-Fi signal can be generated from a built-in wireless card or 
an attached Wi-Fi tag from third-party vendors including AeroScout, WhereNet, 
and others. 

 – Expensive items such as projectors, televisions, portable plants, lab equipment, 
tools, laptops, or any asset that moves can be easily tracked. 

 – Alerts can be issued about the movement of a device in or out of an area. Costs 
for misplaced items, loss, and theft can be reduced. 

 – Faculty and staf f can use context-aware mobility in conjunction with third-party 
applications to automatically send announcements, assignments, room change 
notifications, campus event updates, and emergency alerts to students as they 
roam on campus. 

 – Security personnel can use th is solution to receive silent alerts and notifications 
about asset movement and rogue devices, track the areas of the campus they 
have inspected or  secured, and quickly learn the location and of 
emergency-triggered events. 

 – Administrators can use this solution to quickly locate students, faculty, or staff 
anywhere on campus.

tual Learning

e traditional scenario of a mass of students filing into a large lecture hall within a large, 
nolithic campus building is by no means the only such model available to today’s 
dern-day community college student. High performance, secure wireless 
hnologies can enable “virtual classrooms” even in non-traditional settings, such as 
sed space in shopping malls, retail plazas and even from homes and offices. 
hool administrators need secure access to tools, records, and resources, as well as 
iquitous access to mobile voice capabilities throughout the campus. 

Using the solutions and technologies presented with
reference design, state-of-the art instructional sites c
non-traditional settings wi thin urban, suburban, and ru
can help bring much-needed skills to areas that may 
conventional community college campuses. For exam
at a shopping mall may operate as a science, technol
center. Such centers may range in size from one or tw
deployments with ten or  twelve classrooms, a hundre
science lab, two auditoriums, and even testing, confe

Secure Connected Classrooms 

Providing connectivity to students while attending cla
century learning. However, it also presents several ch
For example, the density of wireless users in one loca
designs must take into consideration the number of us
uti lization. 
The Cisco Community College reference design add
of ways, including the following:
 • High-performance dual-band access points that

802.11n and better performing bands (5 GHz) tha
interference.

 • Advanced radio resource management algorithm
automate the fine-tuning of transmit power and o
accommodate high-density user populations.

 • Comprehensive wireless network management s
identification of interference sources and rogue 
location.

 • Detailed reporting mechanisms that can enable 
the points of congestion in the network and how 

 • A high-performance controller  platform, optimize
802.11n access points, that offers aggregate wire
Gbps. 

Operational Efficiencies 

Delivering quick and cost-effective broadband acces
learning beyond the classroom and improves campu
productivity. The Cisco Community College referenc
wireless network access to voice, video, and data appl
faculty, staff, and visitors as they roam about the cam

The operational ef ficiencies enabled by the Cisco Co
encompass the following solution sets: 

 • Pervasive wireless on campus—Is the WLAN av
indoor and outdoor areas? As a key component 
reference design, the Cisco Unified Wireless Ne
quickly and cost-effectively to all the required ind
community college. The benefits of this are as fo
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 following:

ce for prospective students

g campus events

nce attendees and guest lecturers

g campus resources automated? 
 College reference design can help 

 Wi-Fi-enabled services that 
us resources and assets. 

anagement of real estate 
prove energy efficiency, and create 

nabled to reduce the labor costs 
can be placed on assets to 
 reduce costs for  misplaced items, 

College reference design includes 
e bui lt into the Cisco Unified 
ntrol System (WCS) management 

aptive power management allows 
int immediately through measurable 
enses. 

nt to turn access point radios on or 
ower requirements and operating 
he power savings gained vary 
eployed. Using this feature can help 
in momentum for “Green IT” 

rchitecture is the Wireless LAN 
 the “split-MAC” wireless network 
 connection point between WL AN 
n aggregation and control point for 

rol point of AP and RF management.
s in the CCVE network uses four 

in campus 

ces

 campus and connected to a 3750E 
e, as shown in Figure 23. These 
as well as failover support for APs in 
 location. The number of WLCs for 
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 – When wireless access is available pervasively on campus, users do not need to 
hunt for wired ports because they can gain access to network resources using 
their wireless connection.

 – Users can stay connected to their  applications as they roam, without having to 
re-log onto the network while they are in motion. 

 – As long as an area is covered by the wireless infrastructure, faculty, students, and 
guests can work, share resources, collaborate, and communicate.

 – With a pervasive wireless network, instruction is no longer limited to the 
classroom. 

 – Faculty can teach inside or outside the classroom, accessing the Internet and 
applications while on the move. 

 – Access to resources is improved because faculty and administrators do not 
have to return to their desk to perform online administration tasks, access 
research information, or check E-mail. 

 – Student satisfaction is increased and trouble calls are decreased because 
wireless access is predictable and consistent. 

 – With a pervasive Cisco WLAN, community colleges can deliver network access 
to locations where hardwiring is too expensive, too difficult, or implausible. 
Examples are refurbished buildings, older buildings with  environmental 
concerns such as asbestos remediation, or sites with protected-building 
restrictions such as historical landmarks. 

 – Costs for cabling temporary spaces or for providing network access to new 
faculty or staff can be reduced or eliminated. 

In fact, you may find that it is more cost-effective to provide wireless network access 
pervasively on campus than it is to install individual wired ports over the same 
geographic area.
High-speed wireless access—Are bandwidth-intensive applications supported on 
the WL AN? The Cisco Unified Wireless Network facilitates the creation of solutions 
that accelerate the delivery of bandwidth-intensive applications and provides a 
better end-user experience. 
 – The Cisco high-speed wireless network, based on the 802.11n standard, delivers 

unprecedented reliability, greater performance, and extended reach for 
pervasive wireless connectivity. It excels at supporting bandwidth-intensive 
applications that are used for research, learning, virtual environments, and social 
networking. This solution also delivers predictable and continuous WLAN 
coverage for areas with dense wireless usage such as lecture halls, auditoriums, 
open spaces, and social areas. 

 – Community colleges that deploy 802.11n are demonstrating a commitment to 
technology innovation and leadership. They are building a solid technology 
foundation to attract new students and remain competitive in the ever-evolving 
global community college education marketplace.

Secure guest access—Can visitors easily access the network? The Cisco 
Community College reference design supports secure wireless guest access that 
cost-effectively simplifies the process of providing temporary Internet access to 
visitors such as prospective students, alumni, parents, visiting lecturers, and 
temporary personnel. Wireless guest access eliminates the frustration that visitors 
experience when they are limited to wired-only ports in small areas on campus. It also 

eliminates the costs that community colleges m
maintaining wired ports to accommodate visitors
access solution, community colleges can do the

 – Enhance the community college experien

 – Provide Internet access to guests attendin

 – Easily support network access for confere

 • Campus automation—Are managing and trackin
The solutions enabled by the Cisco Community
community colleges reduce costs by supporting
automatically manage, track, and maintain camp
 – The wireless network can assist with better m

components to support green initiatives, im
smart buildings. 

 – Alarms, bells, and clocks can be wirelessly e
associated with managing them. Wi-Fi tags 
automatically track their movement and help
loss, and theft.

 • Facilities management—The Cisco Community 
adaptive power management capabilities that ar
Wireless Network through its Cisco Wireless Co
platform and software release 6 .0. Cisco WCS ad
community colleges to shrink their carbon footpr
reductions in energy usage and operational exp

By using Cisco WCS adaptive power manageme
off at scheduled intervals (hour, day, and week), p
expenses can be reduced almost immediately. T
based on the Cisco Aironet access point model d
organizations create a sustainable culture and ga
initiatives.

Wireless LAN Controller Configuration
The core component of the Cisco Unified Wireless a
Controller (WLC) that provides the interface between
and the wired network. That is, the WLC is the Layer-2
client traffic and the wired network, making the WLC a
WL AN traffic. In addi tion, the WLC is the primary cont
The reference design used for testing WLAN service
WLCs:
 • Two WLCs (cr23-5508-1, cr23-5508-2) for the ma

 • One WLC (cr14-5508-1) for a remote campus
 • One anchor WLC (cr11-5508-wlc) for guest servi

WLC and Wired Network Connections

The WLCs in the main campus are centralized for that
stack in services block connected to the campus cor
WLCs provide WL AN services for  the entire campus, 
remote campuses, in the event of WLC outage at that
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 main campus is driven by the number of APs deployed and the type of failover 
port required. In this example, two WLCs are used to illustrate the basic configuration 

uirements.

ure 23 Services Block WLC Connection

e two main campus WLCs share the VL AN and subnet configuration, differing only in 
ir IP addressing. Figure 24 and Figure 25 show the interface summary on the two 
Cs. The two key interfaces are highlighted, that is the management and virtual 
r faces. The management interface is used as the interface for  in-band communication 

h the WLC, including CAPWAP tunnel termination (there is no ap-manager interface), 
d the vir tual interface is used to support mobility.

te Although the 1.1.1.1 address has been used in example mobility configurations, the 
1.0.0.0/8 address range has now been assigned, and it is best that customers use 
a private address that would not be a valid address within their own network.

ure 24 cr23-5508-1 Interfaces

ure 25 cr23-5508-2 Interfaces

Figure 26 shows the management interface of WLC c
Aggregation (L AG) is enabled on all the WLCs used i

Figure 26 cr23-5508-1 Management Interface

Example: WLC 3750 Stack Port Channel Configuratio
Interface Configuration show examples of the switch
switch connecting the main WLCs to the wired netwo

Example: WLC 3750 Stack Port Channel Co

interface Port-channel11

 description cr23-5508-1

 switchport trunk encapsulation dot1q

 switchport trunk native vlan 801

 switchport trunk allowed vlan 111-115,117,3

 switchport mode trunk

 switchport nonegotiate

 load-interval 30

 carrier-delay msec 0

 hold-queue 2000 in

 hold-queue 2000 out

end

rvices
lock

CT5508 WLC

22
85

20



SBACo

Ex

int

 de

 sw

 sw

 sw

 sw

 sw

 lo

 ca

 ud

 ml

 ch

 ho

 ho

end

int

 de

 sw

 sw

 sw

 sw

 sw

 lo

 ca

 ud

 ml

 ch

 ho

 ho

end

Re

Th
ma
blo
du

 Unified Wireless Network (CUWN) 
s to ensure seamless mobility when 
s within the same Mobility Group. 

ntroller General configuration page, 

ntered in the Mobility Group 
ary IP address and MAC address 
C address information of other 
nually.

mbership information for both main 
 membership has two main 

 access with in the main campus. 
oup GUEST_ACCESS. This Mobi lity 
 tunneling and is discussed later in 

ip configuration uses a different 
he main campus WLCs. The reason 
 because it is not expecting to 
pus and main campus. There is no 
llers when there is no seamless 

ontrollers. Because this design 
s at the remote campus, the 
n also appears on the remote 
mmunity College Mobility Deployment Guide

ample: WLC 3750 Stack Interface Configuration

erface GigabitEthernet1/0/10

scription Connected to cr23-5508-1 port Gi0/0/1 via CG#11

itchport trunk encapsulation dot1q

itchport trunk native vlan 801

itchport trunk allowed vlan 111-115,117,313,317

itchport mode trunk

itchport nonegotiate

ad-interval 30

rrier-delay msec 0

ld port

s qos trust cos

annel-group 11 mode on

ld-queue 2000 in

ld-queue 2000 out

erface GigabitEthernet2/0/10

scription Connected to cr23-5508-1 port Gi0/0/2 via CG#11

itchport trunk encapsulation dot1q

itchport trunk native vlan 801

itchport trunk allowed vlan 111-115,117,313,317

itchport mode trunk

itchport nonegotiate

ad-interval 30

rrier-delay msec 0

ld port

s qos trust cos

annel-group 11 mode on

ld-queue 2000 in

ld-queue 2000 out

mote Campus

e remote campus WLC and wired network connection is the same as that used in the 
in campus. In other words, WLC is connected to a 3750E stack that acts as a services 
ck for the remote campus. The configuration is the same; therefore, the details are not 

plicated here.

Mobility Groups

The primary purpose of a Mobility Group in the Cisco
is to share client information between WLCs. This help
clients roam between APs that are connected to WLC
The default Mobility Group Name is created in the Co
as shown in Figure 27.

Figure 27 cr23-5508-1 Mobility Group Definition

The default Mobility Domain Name is automatically e
membership for that controller, along with the necess
information for that controller. The IP address and MA
controllers in that Mobility Group must be entered ma

Figure 28 and Figure 29 show the Mobility Group me
campus WLCs. It can be seen that the Mobility Group
members for the two WLCs that are providing WLAN
These WLCs are also members of another Mobility Gr
Group has been configured to provide guest access
this chapter.

The remote campus WLC Mobility Group membersh
mobility group name, and does not include ei ther of t
for it not including either of the main campus WLCs is
support seamless roaming between the remote cam
point of providing seamless roaming between contro
WL AN coverage between APs connected to those c
includes supporting guest access tunneling for user
GUEST_ACCESS mobility group-member informatio
campus WLC.
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 settings, the remainder of the 
ic IP address are needed, obtaining 
t practice.

 the Faculty and Staff Voice WL AN 
y policy that has been set under the 
s been mapped to. The security 

M. The VoWLAN clients (7921 and 
mal roaming performance for  voice 

PA is sufficient for VoWLAN traffic. 
.11a) band for VoWL AN support, in 

rmance.
t for the platinum profile and that 
he remainder of the WLAN 
ta WL AN” section on page -26.
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ure 28 cr23-5508-1 Mobility Group Members

ure 29 cr23-5508-2 Mobility  Group Members

AN Configuration

culty and Staff Data WLAN

ure 30 shows the general WLAN configuration for the faculty and staff data WL AN 
twork. The key point to note on this tab is the security policy that has been set under the 
curity tab, and the WLC interface that the WL AN has been mapped to. The security 
nfiguration recommended is to use WPA2 with 802.1X+CCKM. Most WLAN clients 

uld now support WPA2, and CCKM has been added to 802.1X as it provides faster 
ming for WLAN clients that support CCKM, while using the AAA features of 802.1X to 

cure the WLAN connection.

Figure 30 Faculty  and Staff Data WLAN

Apart from setting DHCP as required in the advanced
WL AN configuration uses default settings. Unless stat
IP addresses using DHCP is recommended as a bes

Faculty and Staff Voice WLAN

Figure 31 shows the general WLAN configuration for
network. The key point to note on this tab is the securit
security tab, and the WLC interface that the WL AN ha
configuration recommended is to use WPA with CCK
7925) support WPA and CCKM. CCKM provides opti
calls, and the level of security provided by Enterprise W
The radio policy of this WL AN is to use the 5GHz (802
order to ensure optimal VoWLAN capacity and perfo
The QoS requirements for  the WLAN are that it be se
WMM be required. Apart from the QoS differences, t
configuration is the same as the “Faculty and Staff Da
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ure 31 Faculty  and Staff Voice WLAN

dent WLAN

ure 32 shows the Student Access WLAN. This WLAN is configured for open 
thentication, which allows students to join the WLAN without providing security 
dentials. However, authentication and posture assessment of all devices using the 
dent WLAN is performed by the NAC system that is Layer-2 adjacent to the WLC. 

ure 32 Student WLAN

enable NAC on the WLAN, the NAC state option under WL AN > Advanced must be 
lected (see Figure 33). 

Figure 33 Student WLAN Advanced Options

A quarantine VLAN must also be configured on the W
> Interfaces > Edit menu, as shown in Figure 34.
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ure 34 Student Access Interface with Quarantine VLAN

r a complete description of NAC and NAC WLAN integration, refer to Chapter  6, 
ommunity College Securit y Design.”

est Access WLAN

e Guest Access WLAN configuration has much in common with the Student Access 
AN configuration, with the major differences being only how the traffic is handled once 
aves the WLAN. Figure 35 shows the Guest WLAN using the same security 

nfiguration as the Student WL AN, but its interface configuration is significantly different. 
hough the configuration for the Guest WL AN indicates that it has been assigned to the 
nagement interface, the true interface used by the Guest WLAN is on the anchor WLC 
t is located in the DMZ. The WL AN client traffic from the Guest WLAN is tunneled by 
 WLC to the anchor WL AN.

Figure 35 Guest WLAN

Figure 36 and Figure 37 show the first steps in configu
WL AN; namely, the creation of a mobility anchor for the
for the mobility anchor is the management address o
the DMZ. 

Figure 36 WLAN Mobility Anchor Selection

Figure 37 Mobility Anchor Selection

Figure 38 shows the DMZ anchor Guest WLAN confi
must be exactly the same as the home controller, exc
and shown in Figure 38 and Figure 39. 



SBACo

Fig

Th
in t
Fig

Fig

Fig

es traffic based on the QoS profiles 
QoS classification (DSCP) of the 
CUWN may need to be reclassified 
s to achieve this reclassification:

onnect the WLC to the network.

the CUWN, because this should be 

figuration and less policy 
 on WLCs and not on the WLCs as 

h of the four Q oS profiles (platinum, 
 have its Wired QoS Protocol Type 
 at the defaults (an example is shown 

et the 802.1p marking of the frames 
N. For example, if the IP packet was 

e WLC would use a CoS of 5 in the 
r WLAN, the CoS value assigned 
ed to a switch network that is 
le between CoS and DSCP for its 
etwork policy will occur 

 over WLAN Design Guide at the 

ise/Mobility/vowlan/41dg/vowlan4
mmunity College Mobility Deployment Guide

ure 38 Anchor Guest WLAN

e WLAN on the DMZ anchor WLC must also be configured with a mobilit y anchor, but 
h is case the Mobilit y Anchor is its own local management address, as shown in 
ure 40.

ure 39 Anchor WLC inter faces

ure 40 Anchor Guest WLAN Mobility Anchor

WLAN QoS 

The Cisco Unified Wireless Network (CUWN) pr ioritiz
applied to each WL AN, but it does not change the IP 
client traffic. This means that client traffic leaving the 
based on the network QoS policy. There are two way
1. Applying policy at each of the network SVIs that c

2. Learning the QoS policy that was applied within 
aligned with the network policy. 

The latter method is preferable as it requires less con
maintenance (the policy only needs to be maintained
well as on the connected switch). To achieve this, eac
gold, silver and bronze) on the WLAN controller must
set to 802.1p. All other Q oS profile settings can remain
in Figure 41). This procedure configures the WLC to s
sent from the WLC to reflect QoS policy for that WL A
from a platinum WLAN and had a DSCP value of EF, th
frame header. If the same packet had been on a silve
would be 0. Therefore, as long as the WLC is connect
configured to trust CoS and maintain a translation tab
network, the translation between CUWN policy and n
automatically.
For more information on WL AN QoS refer to the Voice
following URL:
http://www.cisco.com/en/US/docs/solutions/Enterpr
1dg-book.html

Figure 41 Wired QoS Protocol Configuration

http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/vowlan/41dg/vowlan41dg-book.html
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figuration over and above what has 
, AP1520 access points are 
 use these access points to provide 

 configuration changes must be 

ntroller unless the MAC address of 
troller. This can be done by adding 
ess printed on a label on the outside 
tering GUI panel, as shown in 

N controllers that an AP1520 access 
s defined as pr imary controllers, but 
 or tertiary as well.

ccess points externally using Cisco 
he Cisco Wireless Mesh Access 
 the following URL: 
gy/mesh/design/guide/MeshAP_
mmunity College Mobility Deployment Guide

cess Point Configuration
e configuration and software management of Cisco Unified Wireless Network access 
ints is determined by the WLC they ultimately join. Therefore, establishing the 
nnection between APs and the correct WLC is a key component of the design.
e CUWN provides many different options to allow APs to discover the correct WLC 

CP, DNS, over the air, or static configuration). These are detailed in the Deploying Cisco 
0X Series Wireless L AN Controllers document at the following URL:

p://www.cisco.com/en/US/partner/docs/wireless/technology/controller/deployment/
ide/dep.html

r the purposes of testing in this design, the APs used DHCP to discover a WLC 
propriate for their location. The configuration of DHCP for APs is discussed in  the 
CP OPTION 43 for Lightweight Cisco Aironet Access Points Configuration Example 
cument at the following URL:

p://www.cisco.com/en/US/partner/tech/tk722/tk809/technologies_configuration_exa
le09186a00808714fe.shtml

ce an AP is in communication with a WLC that has been defined using a discovery 
chanism, it learns about all of the WLCs in the default mobility group of the discovered 
C. An AP can be configured for preferred primary, secondary, and tertiary WLCs within 
t mobility group. Figure 42 shows an example of this where the AP is configured with its 
ferred WLC (pr imary controller), and its preferred failover WLC (secondary controller). 

ure 42 AP Controller Preferences

e configuration of access point WLC preference will determine the failover  models for 
 WL AN deployment. For example, all the APs on the campus could be configured to 
fer one WLC as primary, with the other WLC used solely as a back-up controller. An 
rnative configuration would be to spread the AP load across both WLCs, on a per 

ilding basis, thereby ensuring that all controllers are actively engaged in passing traffic. 
e advantage of this approach is that a developing controller failure would potentially be 
covered more readily if both controllers were always actively carrying some degree of 

ffic load, rather than with one of them sitting idle.

ituations where the APs are expected to failover to a WLC outside of its primary WLCs 
bility group, the AP must be configured with the IP address and name of that failover 
C, rather than just the WLC name. An example of this configuration, from the remote 

pus, is shown in Figure 43.

Figure 43 AP Failover to a WLC Outside the Mobility Grou

AP 1520 Configuration

AP1520 access points require somewhat further con
been shown in the preceding paragraphs. By default
configured for outdoor mesh operation, and in order to
outdoor c overage as root access points, some basic
implemented. 

Adding the AP1520 MAC Address to the WLC

AP1520 Series access points wi ll not join a WLAN co
the access point has been defined to the WL AN con
the BVI MAC of the access point (this is the MAC addr
of the access point) via the Security > AA A > MAC Fil
Figure 44.

Figure 44 Adding the AP1520 MAC Address to the WLC

Note that MAC addresses must be defined to all WLA
point may join. This includes not only WLAN controller
any WLAN controllers that are defined as secondary

You can also validate the MAC addresses of AP1520 a
ACS. For complete detai ls on how to do this, refer to t
Points Design and Deployment Guide, Release 6.0 at
http://www.cisco.com/en/US/docs/wireless/technolo
60.html#wp1194149

http://www.cisco.com/en/US/partner/docs/wireless/technology/controller/deployment/guide/dep.html 
http://www.cisco.com/en/US/partner/tech/tk722/tk809/technologies_configuration_example09186a00808714fe.shtml 
http://www.cisco.com/en/US/docs/wireless/technology/mesh/design/guide/MeshAP_60.html#wp1194149
http://www.cisco.com/en/US/docs/wireless/technology/mesh/design/guide/MeshAP_60.html#wp1194149
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 as a root AP (R AP) communicates 
ce. However, if the Ethernet port is 

ler when its Ethernet port is “up”, the 
as the primary backhaul for 15 
ailing to connect to a WL AN 
to begin to scan for reassignment of 
erface.
ny issues in our validation and we 
r beneficial in that should a switch 

 connected AP1520 can establish a 
r at an adjacent building using the 5 
ighbor AP1520 is attached to the 
5 minutes of the failed Ethernet port 
ration over the Ethernet connection. 

, you may either:
 series access point. In this case, 
ss medium (2.4 GHz is never used 
 acceptable alternative if there is no 
r perimeter of the buildings where 

tional weatherproof outdoor 
ners) to provide outdoor coverage.

N controllers on each campus in the 
fter installing WCS in the main 
S, as described in the Cisco 

ollowing URL:

/configuration/guide/6_0ctrlcfg.htm
1.  M
mmunity College Mobility Deployment Guide

nfiguring the AP1520 as a Root Access Point (RAP)

1520 series access points are shipped with a default outdoor Mesh Access Point 
AP) configuration. In the CCVE design, the AP1520 series access point is used as an 
tdoor root access point (RAP)1. In order to reconfigure the AP1520 to be a RAP, once the 
cess point has joined the controller, the AP role is changed to “RootAP” in the Wireless 
ccess Points > All APs > Details > Mesh configuration panel on the WLAN controller, as 
wn in Figure 45. None of the other parameters need to be changed on this screen.

ure 45 Setting the A P role to Root AP

Hz Backhaul  Client Access

 default, the 5 GHz radio interface on the AP1522 is enabled only as a backhaul 
r face, and will not allow any 5 GHz clients to associate. In order to enable the use of this 
r face for 5 GHz client traffic, i t must be enabled using the Backhaul Client Access 

eckbox on the WLAN controller’s Wireless > Mesh configuration panel, as shown in 
ure 46. Enabling this once on the WLAN controller enables backhaul client access for 

AP1520 series access points that join this controller.

Figure 46 Enabling Backhaul Client Access

Primary Backhaul Scanning

Under normal circumstances, an AP1520 configured
with the WLAN controller via its wired Ethernet interfa
“down” on a RAP, or a RAP fails to connect to a control
AP1520 will attempt to use the 5 GHz radio interface 
minutes. Failing to find another AP1520 neighbor or f
controller via the 5 GHz interface causes the AP1520 
the primary backhaul, beginning with the Ethernet int
In most cases we did not find this behavior to cause a
recommend that it be left as is. We found this behavio
port for an AP 1520 series access point go down, the
connection to another AP1520 in the same building o
GHz backhaul. This can be especially useful if the ne
wired network via a different Ethernet switch. Within 1
being repaired, the AP1520 should revert back to ope

If you do not wish to allow primary backhaul scanning
 • Disable the use of 5 GHz entirely on the AP1520

backhaul operation will not occur over any wirele
for backhaul purposes by the AP1520). This is an
need to support 5 GHz clients within the outdoo
AP1520s are installed.

 • Use AP 1250 access points installed within tradi
NEMA-rated enclosures (supplied by Cisco part

WCS Configuration
Configuring WCS to allow basic management of WLA
CCVE design is a relatively straightforward proc ess. A
campus, each WLAN controller must be added to WC
Wireless Control System Configuration Guide at the f

http://www.cisco.com/en/US/docs/wireless/wcs/6.0
l#wp1041451

A Ps and  RA Ps are explained in much more detail in the 
Cisco Wireless M esh A cces s Points Design and 
Deployment Guide, Release 6.0 at the following URL: 
http :// www.cis co.com /en/US/docs/wireless/technology/
mesh/design/guid e/ MeshAP_60.html#wp1194149

http://www.cisco.com/en/US/docs/wireless/technology/mesh/design/guide/MeshAP_60.html#wp1194149
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n that this department chairman is 
ercised against these assets if they 

partment chairman for campus “A” 
ss infrastructure located in campus 

ility to manage or  even view 

sponsibilities, on the other hand, 
esources in the system (i.e ., all 

ned to them by their WCS user 
S vir tual domain assignment can be 
ffic, especially traf fic whose nature 
al need. 
 can take against a resource, 
at resources those user-group 

se of virtual domains within WCS:

ssign the resources we wish to 
 an illustration of how controller 
he “main campus” vir tual domain. 

 Virtual Domain

resources to the vir tual domain is 
CS Configuration Guide 6 .0, found 

/6.0/configuration/guide/6_0virtual

 The process for assigning the main 
wn in Figure 48. This process is 
anaging WCS User Accounts” at the 
mmunity College Mobility Deployment Guide

ce the WL AN controllers are properly defined and reachable from WCS, the network 
ministrator can begin to use the multitude of configuration, monitoring, and reporting 
tions available under the WCS to begin to manage not only the WLAN controllers 
mselves, but the access points and devices that connect through them. These 
abilities are far too numerous to be described here, but a comprehensive description 

hese capabilities and how to enable them can be found in the Cisco Wireless Control 
stem Configuration Guide, at the above URL.

S Users and User Groups

 default, WCS provides for  a single root user, which allows access to all WCS functions. 
e password for this root user should be protected and only known by those who are 
ponsible for the overall CCVE system and with a real need to know (for example, those 

rsonnel responsible for  the actual installation, maintenance, and detailed administration 
CS). For  these users and others who require routine administrative access to WCS, 

rnate user credentials should be created, with administrative access granted and 
vileges assigned as necessary via the use of appropriate WCS user groups settings. 
apter 7 of the Cisco Wireless Control System Configuration Guide, Release 6 .0 

tp://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0manag.ht
) provides comprehensive instructions for configuring users and group privileges on 
 WCS server. This chapter also contains a complete listing of the user groups available 

CS as well as the privileges contained in each group.

mmon sense should be used when assigning user privileges. For example, while only 
ery small set of key technical personnel should have access to the actual WCS root 

r ID and password, you may wish to assign the abi li ty to make WCS configuration 
anges to a somewhat larger audience. This larger group can be assigned as WCS 
min” users or assigned to the “superuser” group. Most CCVE users who are only 
rested in viewing the information available to them on WCS will not need more than the 

ility to simply monitor network activity in WCS. For  these users, the privileges accorded 
hem by the WCS System Monitoring or Monitor Lite user groups may be all that is 
uired, depending upon the specific WCS monitoring functions you wish to grant those 
rs.

S Virtual Domains

ile WCS user groups define the WCS functionality users have been granted, WCS 
tual domains allow the network administrator logically partition the WCS management 
main and limit management access. In this way, the group of resources that the WCS 
ctionality assigned to a user group may be exercised against is restricted. A WCS 

tual domain consists of a set of assigned devices and maps, and restricts a user 's 
pe to only information that is relevant to those devices and maps. Through an assigned 

tual domain, users are only able to use WCS functionality against a predefined subset 
he devices managed by WCS. 

ers can be assigned one or more vir tual domains; however, only one assigned virtual 
main may be active for a user  at WCS login. The user can change the current virtual 
main in use by selecting a different permitted vir tual domain using the WCS Virtual 
main drop-down menu.

e WCS virtual domain can be used to limit the user's ability to even view certain 
ources inside the WCS that are not contained in their active assigned vir tual domain. 

r example, the department chairman of a community college may have the ability to 
w and report on certain characteristics of wireless assets for  his college campus due 
is WCS user account being assigned to an appropriate user group permitting this 

level of WCS functionality. However, the virtual domai
assigned to may only allow such functionality to be ex
are located within his college campus. Thus, if the de
attempted to use WCS to discover or  manage wirele
“B”, his assigned vir tual domain might not allow the ab
resources on campus “B”.
Administrative personnel with college system-wide re
could be assigned a vir tual domain that includes all r
campuses), and could exercise the functionality assig
group against any of these resources. In this way, WC
useful in prevent unnecessary inter-campus WCS tra
might be based more upon curiosity rather than actu
Note WCS user groups assign what actions a user

whereas WCS virtual domains determine wh
actions can be applied towards.

There are two basic steps necessary to enable the u

1. A virtual domain must be created, and we must a
include in the virtual domain. Figure 47 provides
resources were assigned during lab testing for t

Figure 47 Assigning WLC resources to the Main Campus

The process for creating and assigning network 
detailed in Chapter 20, “Vir tual Domains” of the W
at the following URL:

http://www.cisco.com/en/US/docs/wireless/wcs
.html#wp1040002

2. The vir tual domain must be assigned to the user.
campus vir tual domain to the “main1” user is sho
detailed in a step-by-step fashion in “Chapter 7, M
following URL:

http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0manag.html
http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0manag.html
http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0virtual.html#wp1040002
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http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0mana
g.html#wp1097733

ure 48 Assigning the Virtual Domain to a User

te It is important to note that in  Release 6.0, non-root WCS virtual domain users 
cannot access WCS functions listed under the Services > Mobility Services main 
menu. This includes wired-switch and device location. Refer to Understanding 
Virtual Domains as a User, WCS Configuration Guide 6.0 
http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0vir
tual.html#wp1120787 for a complete list of WCS functions that are not available in 
non-root virtual domains.

ditional information on creating WCS users, user groups, and vir tual domains can be 
nd in the Context-Aware S ervice Design chapter of the Cisco Service Ready 
hitecture for Schools Design Guide at the following URL: 

p://cisco.com/en/US/docs/solutions/Enterpr ise/Education/SchoolsSRA_DG/School
RA_chap6.html#wp1054537

ference Documents

ornerstone of a successful design relies on the knowledge of established best 
ctices. Thus, it is highly recommended that you become familiar with the following 

neral best practice deployment recommendations for  Cisco Unified Wireless 
tworks:

Enterprise Mobility Design Guide 4.1 
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/emob
41dg-wrapper.html
Cisco 802.11n Design and Deployment Guidelines 
http://www.cisco.com/en/US/solutions/collateral/ns340/ns394/ns348/ns767/white_
paper_80211n_design_and_deployment_guidelines.html

Voice over Wireless LAN 4.1 Design Guide 
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/vowlan/41dg/vowl
an41dg-book.html

 • Cisco Radio Resource Management 
http://www.cisco.com/en/US/tech/tk722/tk809/
8072c759.shtml

 • Cisco Wireless Mesh Access Point Design and D
http://www.cisco.com/en/US/docs/wireless/tec
AP_60.html

A successful deployment also involves strong knowle
configuration procedures. The following documents p
configuration guidance and should be referenced as

 • Cisco Wireless LAN Controller Configuration Gu
http://www.cisco.com/en/US/docs/wireless/con
troller60CG.html

 • Cisco Wireless Control System Configuration Gu
http://www.cisco.com/en/US/docs/wireless/wcs
g.html

Additional product information on the Cisco wireless
chapter can be found at the following locations:

 • Cisco 5508 Wireless Controller 
http://www.cisco.com/en/US/prod/collateral/wir
ta_sheet_c78-521631.html

 • Cisco 1140 Series 802.11n Access Point
http://www.cisco.com/en/US/products/ps10092

 • Cisco 1250 Series 802.11n Access Point
http://www.cisco.com/en/US/products/ps8382/

 • Cisco 1250 Series Antenna Options 
http://www.cisco.com/en/US/prod/collateral/wir
c45-513837.pdf

 • Cisco Aironet 1520 Lightweight Outdoor Access
http://www.cisco.com/en/US/prod/collateral/wir
a_sheet0900aecd8066a157.html

 • Cisco Wireless Control System (WCS) 
http://www.cisco.com/en/US/prod/collateral/wir
duct_data_sheet0900aecd802570d0.html

 • Cisco Wireless Control System Virtual Domains 
http://www.cisco.com/en/US/prod/collateral/wir
chure_c02-474335.html

 • Cisco Wireless Control System Navigator 
http://www.cisco.com/en/US/products/ps7305/

http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0manag.html#wp1097733
http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0manag.html#wp1097733
http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0virtual.html#wp1120787
http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/6_0virtual.html#wp1120787
http://cisco.com/en/US/docs/solutions/Enterprise/Education/SchoolsSRA_DG/SchoolsSRA_chap6.html#wp1054537
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/emob41dg/emob41dg-wrapper.html 
http://www.cisco.com/en/US/solutions/collateral/ns340/ns394/ns348/ns767/white_paper_80211n_design_and_deployment_guidelines.html 
http://www.cisco.com/en/US/docs/solutions/Enterprise/Mobility/vowlan/41dg/vowlan41dg-book.html 
http://www.cisco.com/en/US/tech/tk722/tk809/technologies_tech_note09186a008072c759.shtml 
http://www.cisco.com/en/US/docs/wireless/technology/mesh/design/guide/MeshAP_60.html 
http://www.cisco.com/en/US/docs/wireless/controller/6.0/configuration/guide/Controller60CG.html 
http://www.cisco.com/en/US/docs/wireless/wcs/6.0/configuration/guide/WCS60cg.html 
http://www.cisco.com/en/US/prod/collateral/wireless/ps6302/ps8322/ps10315/data_sheet_c78-521631.html 
http://www.cisco.com/en/US/products/ps10092/index.html 
http://www.cisco.com/en/US/products/ps8382/index.html 
http://www.cisco.com/en/US/prod/collateral/wireless/ps7183/ps469/at_a_glance_c45-513837.pdf 
http://www.cisco.com/en/US/prod/collateral/wireless/ps5679/ps8368/product_data_sheet0900aecd8066a157.html 
http://www.cisco.com/en/US/prod/collateral/wireless/ps5755/ps6301/ps6305/product_data_sheet0900aecd802570d0.html 
http://www.cisco.com/en/US/prod/collateral/wireless/ps5755/ps6301/ps6305/brochure_c02-474335.html 
http://www.cisco.com/en/US/products/ps7305/index.html 
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