CHAPTER

Nexus 1000V Switch for Microsoft Hyper-V
Configuration

This section describes how to configure the Nexus 1000V Switch for Microsoft Hyper-V in a VMDC
solution.

e VSM CLI Configuration
e SCVMM Configuration

Figure 3-1 compares the SCVMM and Nexus 1000V Switch for Microsoft Hyper-V terminology that
will be referenced in each section.

The reader should be familiar with these terms to better understand the role of each object as it pertains
to the entire configuration and how each relates to SCVMM and the Nexus 1000V Switch for Microsoft

Hyper-V.
Figure 3-1 SCVMM and Nexus 1000V Switch for Microsoft Hyper-V Terminology
SCVMM Terminology Cisco Nexus 1000V Terminology
Logical Networks Logical Networks
Network Sites Network Segment Pools
VM Network Definitions Network Segments
IP-Pools IP-Pools & IP-Pool Templates
Port-Classifications Port-profiles

Network and Tenants Under Test

Three private tenants and one public tenant logical networks were created.

Six network segment pools were created, three public (T1, T2, T3) and three private (PT1, PT2, PT3).
The three public network segment pools were configured as members of the public tenant logical
network; the three private network segment pools were each configured as an individual member of a
the three private tenant logical networks.
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Only one network segment per public network segment pool was created. Two network segments per
private network segment pool were created.

The IP pool templates and port-profiles are described in the IP Pool templates and Port-profiles
sections later in the doc.

The configuration looks like this:

logical network PublicTenants
network segment pool T1
network segment T1-NetworkSegmentlOl
network segment pool T2
network segment T2-NetworkSegmentl02
network segment pool T3
network segment T3-NetworkSegmentl03

logical network PrivateTenantl
network segment pool PT1
network segment PT1-NetworkSegment2013
network segment PT1-NetworkSegment2014

logical network PrivateTenant3
network segment pool PT2
network segment PT2-NetworkSegment2023
network segment PT2-NetworkSegment2024

logical network PrivateTenant3
network segment pool PT3
network segment PT3-NetworkSegment2033
network segment PT3-NetworkSegment2034

Refer to Cisco Nexus 1000V for Microsoft Hyper-V Network Segmentation Manager Configuration
Guide for more information about Microsoft networking concepts, command details, and
implementation.

Refer to Cisco Nexus 1000V for Microsoft Hyper-V Release Notes, Release 5.2(1)SM1(5.1) for new
features and caveats.

Nexus 1000V Switch for Microsoft Hyper-V VSM CLI
Configuration

This section describes how to configure the Nexus 1000V with Hyper-V using the Network
Segmentation Manager (NSM) CLI on the VSM.

Step1  Create Logical Networks.

A logical network (for example, internet, intranet, DMZ) is a connectivity abstraction that models
separate networks managed by an enterprise. Logical network abstraction hides VLANs and IP subnets
from users (VM network administrators, the tenant administrators, and the server administrators), except
for the fabric administrator managing the physical fabric.

In other words, a logical network is composed of one or more network segment pools and each network
segment pool is a group of VLANS, IP subnets, or VLAN/IP subnet pairs.

The following logical networks configuration shows three private tenants and one public tenant.

nsm logical network PublicTenants
nsm logical network PrivateTentantl
nsm logical network PrivateTentant2
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Step 2

Note

Step 3

Step 4
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nsm logical network PrivateTentant3

Create Network Segments Pools.

A network segment is associated with a unique broadcast domain and facilitates the availability of the
network resources to a VM. SCVMM uses the VM networks and the VM subnets to provide the isolated
virtual machine networks.

When a Nexus 1000V manages the virtual network, the VMM administrator creates the VM networks
that use external isolation. To create external isolation, the network administrator creates network
segments on the Nexus 1000V and provisions the isolated networks using VLANs and private VLANS.

In Nexus 1000V for Microsoft Hyper-V, a VLAN is not created to define a bridge domain. Instead, a
network segment is created on the VSM. Creating a network segment triggers VLAN auto-creation.

The following configuration shows network segment pools.

nsm network segment pool T1
nsm network segment pool T2
nsm network segment pool T3
nsm network segment pool PT1
nsm network segment pool PT2
nsm network segment pool PT3

Add each Network Segment Pool to the Logical Network.

The T1, T2, and T3 segment pools are members of the same public tenant logical network. The PT1, PT2,
and PT3 segment pools are members of unique logical networks.

The following configuration shows mapping for network segment pools into logical networks.

nsm network segment pool T1

member-of logical network PublicTenants
nsm network segment pool T2

member-of logical network PublicTenants
nsm network segment pool T3

member-of logical network PublicTenants
nsm network segment pool PT1

member-of logical network PrivateTentantl
nsm network segment pool PT2

member-of logical network PrivateTentant2
nsm network segment pool PT3

member-of logical network PrivateTentant3

Create IP Pool Templates.

Server administrators can manage IP addresses for the virtual environment using IP pool templates. You
can use the IP pool templates to assign a range of IP addresses to hosts and VMs in the Microsoft
SCVMM-managed environment. When creating an IP pool template for a VM network, you can define
a range of IP addresses for VMs managed by SCVMM.

The following configurations shows IP pool templates that were created.

nsm ip pool template PT1-VL2013-IP-Pool
ip address 200.1.3.2 200.1.3.250
network 200.1.3.0 255.255.255.0
default-router 200.1.3.253

nsm ip pool template PT1-VL2014-IP-Pool
ip address 200.1.4.2 200.1.4.250
network 200.1.4.0 255.255.255.0
default-router 200.1.4.253

nsm ip pool template PT2-VL2023-IP-Pool
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ip address 200.2.3.2 200.2.3.250
network 200.2.3.0 255.255.255.0
default-router 200.2.3.253

nsm ip pool template PT2-VL2024-IP-Pool
ip address 200.2.4.2 200.2.4.250
network 200.2.4.0 255.255.255.0
default-router 200.2.4.253

nsm ip pool template PT3-VL2033-IP-Pool
ip address 200.3.3.2 200.3.3.250
network 200.3.3.0 255.255.255.0
default-router 200.3.3.253

nsm ip pool template PT3-VL2034-IP-Pool
ip address 200.3.4.2 200.3.4.250
network 200.3.4.0 255.255.255.0
default-router 200.3.4.253

nsm ip pool template T1-VL101-IP-Pool
ip address 10.101.1.2 10.101.1.250
network 10.101.1.0 255.255.255.0
default-router 10.101.1.253

nsm ip pool template T2-VL102-IP-Pool
ip address 10.102.1.2 10.102.1.250
network 10.102.1.0 255.255.255.0
default-router 10.102.1.253

nsm ip pool template T3-VL103-IP-Pool
ip address 10.103.1.2 10.103.1.250
network 10.103.1.0 255.255.255.0
default-router 10.103.1.253

Step5  Create Network Segments.

Configure each network segment to be a member of the previously configured network segment pools.
Configure each network segment as an access port with an access VLAN. Import the previously
configured IP pool for each network segment. Publish each network segment.

The Step 9VM Network Creation., page 3-36 commands are added automatically and appear later in this

section when configuring VM networks in SCVMM.

VM networks enable the SCVMM administrator to create an isolated virtual Layer 3 (L3) network. Each
VM network can have multiple VM subnets (virtual L2 domain). Microsoft SCVMM 2012 supports
VLAN-backed and network virtualization (NVGRE)-backed VM networks. The Nexus 1000V supports

VLAN-backed VM networks only.

The following configuration shows network segments that were created.

nsm network segment T1-NetworkSegmentlOl
member-of network segment pool T1
switchport access vlan 101
ip pool import template T1-VL101l-IP-Pool
publish network segment
switchport mode access

nsm network segment T2-NetworkSegmentl02
member-of network segment pool T2
switchport access vlan 102
ip pool import template T2-VL102-IP-Pool
publish network segment
switchport mode access

nsm network segment T3-NetworkSegmentl03
member-of network segment pool T3
switchport access vlan 103
ip pool import template T3-VL103-IP-Pool
publish network segment
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switchport mode access

nsm network segment PT1-NetworkSegment2013
member-of vmnetwork PT1-NetworkSegment2013
member-of network segment pool PT1
switchport access vlan 2013
ip pool import template PT1-VL2013-IP-Pool
publish network segment
switchport mode access

nsm network segment PT1-NetworkSegment2014
member-of network segment pool PT1
switchport access vlan 2014
ip pool import template PT1-VL2014-IP-Pool
publish network segment
switchport mode access

nsm network segment PT2-NetworkSegment2023
member-of network segment pool PT2
switchport access vlan 2023
ip pool import template PT2-VL2023-IP-Pool
publish network segment
switchport mode access

nsm network segment PT2-NetworkSegment2024
member-of network segment pool PT2
switchport access vlan 2024
ip pool import template PT2-VL2024-IP-Pool
publish network segment
switchport mode access

nsm network segment PT3-NetworkSegment2033
member-of network segment pool PT3
switchport access vlan 2033
ip pool import template PT3-VL2033-IP-Pool
publish network segment
switchport mode access

nsm network segment PT3-NetworkSegment2034
member-of network segment pool PT3
switchport access vlan 2034
ip pool import template PT3-VL2034-IP-Pool
publish network segment
switchport mode access

Create Port profiles.

Unlike the Nexus 1000V for ESX, in which a port profile identifies both network policy and network
isolation (VLAN), SCVMM networking decouples this information into a VM network and the port
classification. When the Nexus 1000V is used with Hyper-V, the network administrator creates network
segments to isolate networks. The SCVMM server administrator uses network segments in the resulting
VM networks. The network administrator defines creates port profiles to define port policy. The server
administrator uses port profiles to create a port classification.

To deploy a VM to the virtual access layer, choose the port classification, VM network, and the VM
subnet. When a VM is deployed, a port profile is dynamically created on the Nexus 1000V for each
unique combination of port classification, VM network, and VM subnet. All other VMs deployed with
the same policy to this network reuse the dynamic port profile, which is a combination of network
isolation and network policy.
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Note  The generated profile should be neither modified nor inherited in other port profiles.

When a port-attach notification is received, the port profile globally unique identifier (GUID) and
network segment GUID are generated. A GUID provides a unique reference for the port profile and the
network segment.

When a GUID is generated, a new port profile, combining the port profile and the VLAN, is created on
the VSM. This auto-created port-profile is inherited on the interface. If more than one port uses the same
combination of port profile and network segment, the port profile is shared. Port profiles are dynamically
created during the interface attach process.

The following configuration shows port-profiles that were created.

port-profile type vethernet Tl-PortProfile
no shutdown
state enabled
publish port-profile

port-profile type vethernet T2-PortProfile
no shutdown
state enabled
publish port-profile

port-profile type vethernet T3-PortProfile
no shutdown
state enabled
publish port-profile

port-profile type vethernet PTl1-PortProfile
no shutdown
state enabled
publish port-profile

port-profile type vethernet PT2-PortProfile
no shutdown
state enabled
publish port-profile

port-profile type vethernet PT3-PortProfile
no shutdown
state enabled
publish port-profile

Step7  Create Uplink Port Profile and Network Uplink.

An uplink port profile is essentially a template that defines a list of network segment pools to be
associated with any (physical) network adapters to which the uplink port profile is applied. An uplink
port profile enables you to specify protocols and port policy for the uplink adapter, using an Ethernet
port profile to be specified.

The following configuration shows uplink port-profiles.

port-profile type ethernet UplinkPortProfile
channel-group auto mode on mac-pinning
no shutdown
max-ports 512
state enabled
nsm network uplink UCS-Uplink
import port-profile UplinkPortProfile
allow network segment pool T1
allow network segment pool T2
allow network segment pool T3
allow network segment pool PT1
allow network segment pool PT2
allow network segment pool PT3
publish network uplink
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Nexus 1000V Part 2: SCVMM Configuration

Note  When a new segment is created and tied to an existing network segment pool in the list under the network
uplink, VLANS are inherited in the NSM created profile as shown.

The following configuration shows an Ethernet UCS-Uplink port-profile.

port-profile type ethernet UCS-Uplink
inherit port-profile UplinkPortProfile
switchport mode trunk
switchport trunk allowed vlan 101-103,2013-2014,2023-2024,2033-2034
no shutdown
max-ports 512
description NSM created profile. Do not delete.
state enabled

~

Note  The Switchport allow vlan add command is not needed.

Nexus 1000V Part 2: SCVMM Configuration

This section provides guidance on how to create the N1000V logical switch (VSM and VEMs) in
Hyper-V through SCVMM.

Step1  Download Cisco Nexus 1000V Package.

The Nexus 1000V for Hyper-V package (zip file) is available at the download URL location provided
with the software. Complete the following steps to download the package.

Download the Cisco Nexus 1000V for Microsoft Hyper-V package for Microsoft System Center Virtual
Machine Manager (SCVMM) 2012. The package contains the following files:

¢ Virtual Supervisor Module (VSM) ISO (n1000vh-dk9.5.2.1.SM1.5.1.is0)
e Virtual Ethernet Module (VEM) MSI package (Nexus1000V-VEM-5.2.1.SM1.5.1.msi)
e Cisco VSEM Provider MSI package (Nexus1000V-VSEMProvider-5.2.1.SM1.5.1.msi)
e (Cisco SCVMM VM Template (Cisco Nexus1000V VSM Template)
e Cisco Installer App (Cisco.Nexus1000VInstaller.Ul.exe)

Step2  Install the Virtual Switch Extension Manager Provider.

To establish communication between SCVMM and the Nexus 1000V VSM, the Virtual Switch Extension
Manager (VSEM) provider must be installed on the SCVMM server.

a. Runthe Cisco VSEM Provider MSI package (Nexus1000V-VSEMProvider-5.2.1.SM1.5.1.msi)
that comes with the Nexus 1000V Package.

Follow the link to where the MSI was downloaded and double-click MSI to run it.

b. Follow the prompts as shown in Figure 3-2, Figure 3-3, and Figure 3-4 until the install is
complete.
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Figure 3-2 Run the MSI Installer
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Figure 3-3 Read and Accept the License Agreement
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Figure 3-4 Select Finish when the Installer completes
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Step3  Verify that VSEM Provider is installed properly.

Go to Settings > Configuration Providers. Confirm that Cisco Systems Nexus 1000V is listed as a

Configuration Provider.
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Figure 3-5 Cisco VSEM Provider installed
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Step4d  Copy VEM MSI to SCVMM repository.

The VEM is an MSI file that must be placed in the following location on the SCVMM server:
ALLUSERSPROFILE %\Switch Extension Drivers, for example, C:\ProgramData\Switch
Extension Drivers. SCVMM uses the MSI file during the Add host operation to install VEM code on
the host.

Note Do not install VEM code on the SCVMM server; only copy the file to the specified location.

Step5 Add VSEM (Connect SCVMM to VSM).

The following procedures add the VSEM that was just installed. This step is required to connect
SCVMM to the VSM in Hyper-V.

In these steps, the login account and the MGMT IP address configured in the VSM are needed to
establish the communication between SCVMM and the VSM. Once the VSEM is added, the
configuration that was created in the CLI of the VSM can be pulled in the SCVMM.

a. Right-click Switch Extension Manager and select Virtual Switch Extension Manager..
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Figure 3-6 Add VSEM
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b. Add the Connection string and select Run As Account.

10.0.72.101 is the IP address of the VSM created on the Nexus 1110x.

The created account uses the login credentials required to log in to VSM.
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Figure 3-7 Add VSEM Wizard

"%  General

General

Host Groups

Summary

Enter connection settings for the extension manager to add

Select a manufacturer, model, and configuration provider for the extension manager. Enter the
connection string and credentials to be used.

Manufacturer: | Cisco Systems, Inc.

Model: [ Nexus 1000V

Provider: [ Cisco Systems Nexus 1000V

Connection string:  hitp://10.0.72101

RunAs account: VSM-Admin

Previous H t?m J] Cancel |_;z'§

Refer to Installing Cisco Nexus 1000v for Microsoft Hyper-V for more information about
creating a Run As Account.

c. Verify that no additional configuration, such as proxy, is required.

Open a browser and test the connection to the VSM. Browse to http://<VSM IP Address>.

Output similar to Figure 3-5 should be seen:
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Figure 3-8 Browse to VSM
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Following files are available for download :

« Cisco Nexus 1000V Installer Application

o Launch Installer Application (deprecated)
« Cisco Nexus 1000V Extension

o cisco_nexus_1000v_extension.xml
« VEM Software

@VEM_links R
Description |File

-
4 4

d. Select the host group to which the VSEM is available.
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Figure 3-9
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Nexus 1000V Part 2: SCVMM Configuration Il
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e. Confirm the VSEM settings and click Finish.

Figure 3-10

Add VSEM Wizard Confirm Settings
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Summary Manufacturer: Cisco Systems, Inc.

Model: Nexus 1000V

Configuration provider: Cisco Sy Nexus 1000V

Connection string:  httpi//10.0.72.101

RunAs Account: V5M-Admin

Host groups: All Hosts

f. Verify that Virtual Switch Extension Manager is installed.
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Step6  Create Logical Switch in SCVMM.
After VSEM is added (Step 5), do the following:
1. Create a logical switch on VMM using VSEM.

2. Define extensions and port profiles for the logical switch.

3. Create classifications containing the native port profile and a port profile for each extension.

a. Right-click Logical Switch and select Create Logical Switch.
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Figure 3-12 Create Logical Switch
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@ Native Port
& Port Classifications 3
Hr VMs and Services

3, Fabric

= Library

Jobs

(i,

[ Settings

b. Read the text and click Next.
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Figure 3-13 Create Logical Switch Getting Started

J Home ~ @
& = = | e —
% S5 Create IP Pool : _ — =
< Logical - - ; Proy ;
reate P o erties
Network ' :
pve | Properties
Fabric .
« 3% servers [ — :lp
3 All Hosts Getting Started | Getting started with a logical switch
% Library Server|  General - , o i ) ) )
- Ical swi € INs the conmiguration mn ion enavior of virtual switches o~
A logical swilch contains th figurat formation that controls the behay f virtual switch
[ PXE Servers Extensions across hosts in your data center. In this wizard, you define the extensions and port profiles for the M
i Update Serve logical switch, and also create classifications that contain the native port profile and & port profile for
i VG Served] Uplink each extension.
i VMM Server Virtual Port Once the extensions, pert profiles, and classifications are defined for a logical switch, then Virtual
e o Machine Manager (VMM]) will ensure that:
Netwarking Summary - The definad configuration is available on every host that uses the logical switch. \n
o Logical Netwo - The hosts, virtual switches, and virtual machines remain in compliance with their associated logical
8 MAC Address il s
£12 Load Balancer Mare information about logical switches is available in the Microsoft TechMet Library.
EVIP Templates| .
: | Before you create a logical switch -
B switch Extensif| 1. Create your logical networks and define the network sites that compose the logical network.
1?( Logical Switch| 2. i you are using Hyper-V extensible virtual switch extensions, install the providers for VMM and add
[ Native Port Prf ‘their virtual switch extension managers.
EERS 3. f you are not using a forwarding extension, create native port profiles for uplink adapters that will
- ya iy g oL pa P
s Port Classifica be used to define the connectivity and behavior of the physical adapters that are connected to the
—————— logical switch,
Hr VMs and Servid A Create natis nort neafilas farviriial adanters that will he eed tn define the nart settinns for the
|4 Fabric
i Library Previous | | et | [ cancel
5] Jobs -
Settings

¢. Name the logical switch.

In this case, the hostname of the VSM was used. Use defaults for SR-IOV.
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Figure 3-14 Create Logical Switch Name
[ o @
% i Create IP Paol = . ’ A i : . —_—
e : g
Create Logical . P Properties
Nehm?t‘a QC s
pee | Properties
i ~ General
4 39 servers . »
= All Hosts Getting Started Enter name and description for the logical switch
& Library Servery  General ‘ o ! . . . o
e ' Youcsn use a logical switch to apply settings to virtual switches across multiple hosts. A logical switch
[ PXE Servers Extensions contains port profiles from the native Hyper-V switch and port profiles for any extensions that you use.
i e V2-HyperV/-VSM-P1
ki Name: -Hyper¥- -
3 vCenter Served| UPink
VMM Server Virtual Port Desoription:
# -4 Networking Summary
w1 Logical Netwo) [7] Enable single roct /O virtualization (SR-I0V)
i MAC Address SR-1OW allows a device, such as a network adapter, to gain direct access to physical networks
adapters that support SR-IOV. Using SR-10V, network performance can achieve nearly the same
% Load Balancer performance as in non virtualized environments.
VIP Templates]
i | i’ You can enable SR-IOV only when a logical switch is created. To change your SR-ICV usage in the G
B, Switch Extensify future, you must create a different logical switch.
B | ogical Switch|
[ Native Port Prf
& Port Classificaf
Hx VMs and Servid
4, Fabric
& Library Previous| kk Net || Coneel
[ Jobs —
Settings
d. Check the previously configured VSEM (V2-HyperV-VSM-P1) and click Next.

The VSEM has the following attributes:
Extension type: Forwarding
Extension Manager: Cisco Nexus 1000V Chassis

Only one virtual switch extension can be selected.
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Figure 3-15

Create Logical Switch Select VSEM

_#

Getting Started

Fabric

4 39 servers

General

Extensions

w  VMs and Servid

. Fabric

i Library

il Administrator - vmi-scvmm2.vmdc.net - Yirtual Machine Manager - O
=R Home ~ @
4 Create IP Pool | == n P Services
8 :'.eas o0l : ? "4_4‘ ) d 2 Service: a
Tzl = Create Logical Switch Wizard || —
etwor =

Choose the extensions you want to use with this logical switch

Select the check box for each extension that you want installed and configured when an instance of the
logical switch is created on a host. Only one forwarding extension can be selected,

WVirtual switch extensions:

\. Name | Extension Type Extension Manager Move Up
[l Microsoft NDIS Capture  Monitoring N
[ Micresaft Windows Fil... Filter NiA

Previous

Next lél Cancel

[5] Jobs

Settings

e. Select Team in the uplink mode field and click Add to add the uplink port profile.

)

Note

The mode should always be Team, whether using a single uplink or multiple uplinks.
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Figure 3-16 Create Logical Switch Select Add Uplink

=

te IP Pool
Create Logical -
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vy € Uplink |
4 3% servers - 7]

1 All Hosts Getting Started Specify the uplink port profiles that are part of this logical switch

& Library Serverd General The uplink port profiles configured here are availsble for use on hosts where an instance of this switch is
= created.

e Extensions

® UpdateServed

S T

FvmmMsener I il port Lpiik port profics

Uplink Port Profile | Host Groups |Nemorh:§ms | Marked For Deleti... Add...

# - Networking Summary
i Logical Netwol dit..
8 MAC Address
£ Load Balancer|
ZVIP Templates|
B Switch Extensif| »
B Logicalswite [
[ Native Port 71
/m Port Classificat

| Remove ]

# VMs and Servid

4 Fabric

0 Jobs =

Settings

f. Select the uplink port profile and click OK.
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Figure 3-17 Add Uplink Port Profile

| Home -8
h E= S & 4 SRET- (o f

2 : : X |l i
Cre’a;‘zehbaml e - ] Create Logical Switch Wizard [l roperties

s . e | Properties |
Fabric nn Uplink | Add Uplink Port Profile

4 39 Servers ' 2]
Getting Started e

- All Hosts Select a port profile tch

& Library Servery  General
[ PXE Servers
i- Update Serve:
a oCenter Sarved || Uplink Port profile: ‘ UCS-Uplink [v|
W VMM Server

The port profile selected here will be available for use by the host physical stance of this switch is

adapter that connect to this logical switch,
Extensions

Summarny
Host groups:  All Hosts ‘ peleti... Add...

Virtual Port

4 i Networking Summary

. Netweork sites: PT1, PT2, PT2 T1, T2, T2
v Logical Netwo|

W MAC Address
22 Load Balancer]
5 VIP Templates|
B Switch Extensi|
BB | ogical Switch
[ Native Port P
/% Port Classifical

#¥ VMs and Servid mp,.

4
. Fabric

Edit

s

| 1}

Library |Pmious H Next || Cancel

o

Jobs

M

Settings

|

g. Confirm the uplink port profile settings and click Next.

By default, the host group All Hosts is created in Hyper-V. The network sites PT1, PT2, PT3,
T1, T2 and T3 were created during Nexus 1000V CLI configuration.
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Figure 3-18 Create Logical Switch Note Host Groups and the Network site
;.__;51_.‘ ji'eate 1R Pool ? - !’.ﬂi @u‘ ?. | #% Services -
crene ogial 5 [ Create Logical Switch Wizard || a——

o

m |

o

=

a P

Fabric

? Servers

S| Al Hosts Getting Started Specify the uplink port profiles that are part of this logical switch

2% Library Server General The uplink port profiles configured here are available for use on hosts where an instance of this switch is
(B PXE Servers created.

:_1 Update Servel
B vCenter Serve
W VM Server Virtual Port Uplink port profiles

4 o Networking A
¥ ' UCS-Uplink All Hosts PT1, P12, PT3, T, 72, T3 False m
i Logical Natwe
. MAC Addrese
22 Load Balancer
FVIP Templates| N
v
B, Suwitch Extens)
@ Logical Switch|
E MNative Port Py
s Port Classificat

VMs and Servid

Fabric
Library
Jobs

Settings

h.

m o

Extensions

Uplink Por: Profile | Hest Groups | Network Sites | M... | Add ]

| RE"\D\'E_ ]

Previous H Mext || Cancel

Specify the Port Classifications and click Next.

Port Classifications must be created in SCVMM and linked to port-profiles created in the VSM.
The port-profiles were created previously in the “Nexus 1000V Switch for Microsoft Hyper-V
VSM CLI Configuration” section on page 3-2; one port classification per port profile was
created. When adding VMs to the logical switch, the port classification and VM network are
selected when configuring network adapters (see VM Deployment).

Refer to Creating Logical Switch in SCVMM in Installing Cisco Nexus 1000V for Microsoft
Hyper-V for additional guidance for creating port classifications.
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Figure 3-19 Create Logical Switch Specify the Port Classifications

rl

W, Virtual Port
i _ _ , 7]
6 Al et Getting Started Specify the port classifications for virtual ports part of this logical switch [
i Library Serverd  General The port classifications configured here will be available for use by virtual network adapters in a host or
i e e s virtual machines.
S Update Serve 8
5 vCenter Servef|  Uplink [ooper =
s R ) Fr— | Default | Marked For Deletion
e Lo L [ ree— False  False
4 . Networking Summary PT2-PortProfile False  False
v Logical Netwol PT3-PortProfile
8 MAC Address T1-Portbrafile False  False
;Lmd Balancer] T2-PortProfile False  False
5 :IP_ Temnlit!S_ T3-PortProfile False  False -
B Logical switer|
[ Native Port Prf
w8 Port Classificat
#x VMs and Servid
[ Fobc
i Library Previous | [ Mt |[ Concel -
] Jobs -
Settings

i. In the Summary panel, confirm the settings and click Finish to create the logical switch.

Figure 3-20 Create Logical Switch Specify Confirm Settings

| o

Create Logical -
Network  24C

te IP Paol

Fabric

4 P servers 7]
=1 All Hosts Getting Started Confirm the settings
i Library Serverd| General
. PXEServers 1 Narme: V2-Hyper/-VSM-P1
£ Update Serve ) Description:
8 vCenter Servef| Upiink Single Root /O Virtualization: Disabled
FvmM server | vicual port Switch uplink mode: Team
4 i Natworking - Virtual svatch extensions: V2-Hypery-V5M-P1
i Logical Netwe] Uplink port profile sets: 1
i MAC Address Virtual port profile sets: 6
42 Load Balancer]
B VIP Templates]
R Switch Extensif | g
BB | ogical Switch|
[ Native Port Prf
m Port Classifica]

#¥ VMs and Servid

4, Fabric

[ Jobs =

Settings
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j. Manually refresh the VSEM.

After the Nexus 1000V logical switch is created, manually refresh VSEM to force the updates
to appear in SCVMM.

Figure 3-21 Manual Refresh of the VSEM

Home ‘ = @

* !Ei %_J 7% Services ¥ PowerShell ] @ —
Virtual Machines E]Johs i
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Overview | Fabric

= View Dependent Refresh | Remove | Properties
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Add Show Window Dependencies Refresh Remaove Properties
Fabric <

Virtual Switch Extension Managers (1)

“|l

M. FAL JTIVEDS

= o
5= Update Server

a vCenter Servers Name Connection string

‘i VMM Server IL Cisco Nexus 1000V Chassis version 5.2(1)SM1(5.1) - V2-HyperV-¥SM-P1 hitpe//10.0.72.101

4 & Networking

8t Logical Networks

i MAC Address Paols
%3 Load Balancers

E VIP Templates

B2, Switch Extension Mana
T?, Logical Switches
Mative Port Profiles
i Port Classifications

Cisco Nexus 1000V Chassis version 5.2(1)SM1(5.1) - V2-HyperV-VSM-P1

& Gateways ) ) )
Extension manager information

v 3@ sto L
b - MName: Cisco Nexus 1000V Chassis version 5.2(1)SM1(5.1) -

I | V2-HyperV-VSM-P1

¥ VMs and Services

3. Fabric

i Library

[E] Jobs

Settings

Step7 Add VEMs (Hosts) to the Nexus 1000V.
a. Right-click All Hosts and select Add Hyper-V Hosts and Clusters..
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Figure 3-22 Add Hyper-V Hosts
piks —— —~ o = — ]
* 4+ D@E® © 1 B .
Create Add Overview| Fabric | Compliance Scan Remediate Compliance Update Reassociate ||\ ndowl
- Ry - Praperties Agent =
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5 | Add VMware ESX Hosts and Clusters

VMM Server

| Create Host Group

4 i Networking |
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222 Load Balance =
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View Networking
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I VIP Template =

= | Properties
B, Switch Ext b=

!

BB Logical Switches
[ Native Port Profiles
4, Port Classifications

Hr VMs and Services

4, Fabric

S Library
[ Jobs
Settings.

b. Select the appropriate computer location and click Next.

All hosts in the test bed were in a trusted Active Directory domain.

Figure 3-23 Add Hyper-V Hosts Windows Computer Location
#* o
Create Add
= Resou

Create

Fabric

4 39 Servers

AR Hosts Resource location | Indicate the Windows computer location

2% Library Serverd|  Credentials @® Windows Server computers in a trusted Active Directory domain

[ PXE Servers Discovery scape () Windows Server computer in an untrusted Active Directory domain

% i"z:t:?; natimcuce () Windows Server computers in a perimeter network

If you select this option, before you continue, use VMM Setup to install the VMM agent locally on the

i VMM Server Host settings targeted computers. Ensure that you configure the penimeter network settings during the agent setup.
4 i Networking Summary () Physical computers to be provisioned ac virtual machine hosts.

1 Logical Netwol Select this option to add bare-metal computers with baseboard management cantrollers.

™ MAC Address

22 Loed Balancer|

ZEVIP Templates]

B Suatch Extens)

B Logical Switch)

[ native Port Prf
Port Classifical

B VMs and Servid

Previous &i«n Cancel "

- | Operating System

Settings

c. Click Browse to see a list of Run As Accounts.
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Figure 3-24 Add Hyper-V Hosts Specify Credentials

Folder

£ Credentials
Fabric
4 33 servers Resource location Specify the credentials to use for discovery
4| ] All Hosts " S : :
Credentials The Run As account or credentials will be used to discover computers and to install the Hyper-V role and
e . V2-Cluster ) the Virtual Machine Manager agent if necessary. B Micr.
& v2-c1b3 | Discovery scope B Micr.
’ v2-c1b4] Target resources ® Use an existing Run As account 87 GB Micr.
# v2-2b1 Run As account: m b.36 GB Micr,
’ 3eoh3 Host settings k
= 1 (@] Manually enter the credentials 38 GB Micr,
# v2-2b3fl summary User name:
i Library Serve Example: contoso\domainuser
[ PXE Servers Password:
B Update Se
i vCenter Sel i The above provided credentials or Run As account should be a local administrator on the host
machines. If a Run As account is provided, then it will be used while adding the host as well as for
i VMM Server providing future access to the host during its lifetime. If credentials are entered manually, then they

will only be used while adding the host. Once the host has been successfully added, the VMM service
account will be added as local administrater on the host and used to provide any future access to it.

4 .4 Networking

Jobs

B

Settings

d. Select the Run As account created during the Hyper-V install.

The account is different than the Run As account used to install VSEM. The scvmmadmin
account was created in Active Directory and is a domain administrator account for the local
domain.

See the “Microsoft Windows Server 2012 Installation” section on page 2-6 for more
information about the scvmmadmin account.
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Figure 3-25 Add Hyper-V Hosts Select Run As Account
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e. Enter the hostname of each host to add as a VEM and click Next.

Figure 3-26 Add Hyper-V Hosts Enter Hostnames

;\.E I
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4 39 severs ) L
1 All Hosts Rescurce location Specify the search scope for virtual machine host candidates e [opertions
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e
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f. After hosts are discovered, select each host to add and click Next.
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Nexus 1000V Part 2: SCVMM Configuration

Add Hyper-V Hosts Select the Hosts

Resource location
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Select the computers that you want to add as hosts
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Target resources ? v2-2bi-plumdcnet Windoves Server 2012 Datacenter Hyper-V'
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g. Assign hosts to a host groups.

Leave Reassociate this host with the VMM environment unchecked and click Next.

Figure 3-28

i
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“ !!Sewm
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Add Hyper-V Hosts Assign the Host Group

£ Host settings

Resource location
Credentials
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Host settings

Specify a host group and virtual machine placement path settings for hosts

Assign the selected computers to the following host group:

Host groups | # All Hosts l'l

If any of the selected hosts are currently managed by another Virtual Machine Manager (VMM)
i select this option to reassociate the hosts with this VMM management server.

Migration Settings

Summary

D Reassociate this host with this VMM environment

VMM uses virtual machine placement paths as default locations to store virtual machines placed on a
host. To add a new virtual machine placement path. specify a path and click Add.

Add the following path:
[ s |

[ Remove

Selected virtual machine placement paths:

Previous wt Cancel

] Jobs

Settings

h. Enable Live Migration and click Next.
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Figure 3-29 Add Hyper-V Hosts Enable Live Migration
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i. Confirm the Settings and click Finish.

Figure 3-30 Add Hyper-V Hosts Confirm Settings

Resource location Confirm the settings
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j. Verify All Hosts are seen in the All Hosts group.
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Figure 3-31 Add Hyper-V Hosts Verify All Hosts
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Step8  Add Each Host to Logical switch.
a. Right-click the host to be added and select Properties.
Figure 3-32 Host Properties
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A W 5cee = | 2]
4 7 Al Hosts ‘ Mame | Host Status ~ | Role | Job Status ~ | CPU Average | Available Me. ~ | Operating System
& v2-clb3pl | Create s h oK Host Completed 0% 0KB Microsoft Windo...
? v2-clb-pl reate Service
s PI " | Create Virtual Machine
v2-c2b1-p’ [
A
# v2cp2p1 |(# |Refresh
e Library Servers T4 | Refresh Virtual Machines
M PXE Servers [ | shut Do
£ Update Server 4| Restart
= ~
3 vCenter Servers| &
W VMM Server g
b
4 i Networking @ |viewsuus
b

op Mainten

Run Seript Command
Mave to Host Group

B VMsand Saviee{ "B

& | Connectvia RDP
& | View Networking
=

4. Fabric

= Library Remone
& Jobs = Praperheg
[£] Settings

b. Add New Logical Switch.
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In the Host Properties > Virtual Switches window, select New Virtual Switch and New
Logical Switch to add the host to the Nexus 1000V.

As seen in Figure 3-33, a standard External switch was already created for management. In
Hyper-V, multiple switches can exist on the host.

Figure 3-33 Host Properties New Logical Switch

= @3 ¢ ' B b .

Create Add | iall v2-c1b3-p1.vmdc.net Properties -

B Resources

reate Add
General e New Virtual Switch |m N X Delete
Fabric

| Mew Logjcal Switch

Status me: Cisco VIC Ethernet Interface - Virtual Switcl r
39 Servers d
“ ¥ Servers Mew Starfdkrs Switch e :;l
4 Al Hests [Fniy o Ciseo VIC Tihemet ntarfa,. ~ oo PUe Operating System
& v2-cis3pl Externa Microsoft Windo...
# v2-clbdpl || Host Access @ External
? v2apipt i :
. | e Network adapter: | Cisco VIC Ethernet Interface -
? vz-ab2-pi irtual Machine Paths

- Logical network:  Cisco VIC Ethemnet Intarface - Virtual

s& Library Server: Switch

= Reserves =

[ PXE Servers ¥ Allow host access using VLAN: [0 [+
B Update Server) gonrne ) Internal

3 vCenter Serves

Allow host access using VLAN 0
W VMM Server Virtual Switches \ Private

e Networking Migration Settings
1 Logical Netwol .
88 MAC Address || Placement
£ Load Balance:
V1P Templates] | Servicing Windows

#r VMs and Servi Custom Properties

3, Fabric

8 ey || [Vewsom] o ][ G |
[E] Jobs

[/] Settings

c. Add physical adapters to the logical switch team.

There are two adapters, VIC Ethernet interface 3 and VIC Ethernet interface 4 that will be used
on each host. Add these to the logical switch.
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)

Micresaft Winda...

Figure 3-34 Host Properties Add Physical Adapter 1
- L i - ._
Create add | &l v2-c1b3-p1.vmdc.net Properties
ot Resources|
Create Add
General e Mew Virtual Switch m  New Virtual Network Adapter ¢ Delete
@ ~
Fabric I
i W seeers Status - ?sm WIC Ethemet Interia. Logical switch: [ W 2-HyperV-VSM-P1 |"
. = 8 The logical switch supports teaming which means if you connect
o z ;
—.A” ey Harchware “ Em VIC Ethemetinterfa. oo than one physical adapter they will wark together as a
? 218351 x single uplink.
& v2clsdpl | Host Access W V2-Hyperv-VSM-P1 Physical adapters:
a 1 Logical Switch
# -apipl 9 Adapter Uplink Port Prof |~ Add |
? vz-caapi | Virtual Machine Paths Cisco VIC Ethemet Interfa | *| | UCS-Uplink |7 [ Remove
& Library Serverd Cisco VIC Ethernet Interface
w Reserves
Ml PXE Servers Cisco VIC Ethernat Interface 32
.'?_l' Update Serve Storage Cisco VIC Ethernet Inwr{ueE
§ vCenter Served Cisco VIC Ethernet Interface
& v server
S oo Migration Settings
ogical Netwol
MAC Address|  Placement
522 Load Balance
VP Templated]| Servicing Windows
Hr VMs and Servid Custom Properties " m ¥
4,/ Fabric
i Library View Seript oK Cancel
[E] Jobs
[7] Settings
Add the second physical adapter 2 and hit OK.
Figure 3-35 Host Properties Add Physical Adapter 2
- L - L) 3
Create Add | i v2-c1b3-p1vmdc.net Properties
i Resources|
Create Add
General ejs New Virtual Switch w New Virtual Network Adapter X Delete
Fabric I
A Status - E'?m“fc Ethemnet intesta... Logical switch: | ¥2-HyperV-VSM-P1 |'.
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F v2-clb3-pl External single uplink.
& v2-cieapl || Host Access W V2 Hyperv-VSM-P1 Physical adapters:
? v2-aip1 $ ot St Adapter Uplink Port Prof | Add
? vz-camapr [ Virtual Machine Paths Cisco VIC Ethemet Interia [ +| | UCS-Uplink [+ [ Remove
Library Serverg 5 i
e e Cisco VIC Ethernet Interfa | 7| | LCS-Uplink |+
? PXE Servers Cisco VIC Ethernet Interface
= Update Serve Storage Cisco VIC Ethernet Interface #2

3 vCenter Served
i VMM Server

4 _i Networking
vhr Logical Netwol
W MAC Address
Load Balancer)
S VIP Templates

# VMs and Servig
4. Fabric

Library

Migration Settings
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Servicing Windows
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View Script

Cisco VIC Ethermet Interface 33

Cisco VIC Ethernet Inter!iﬁ =4

5

* | Operating System
Microsoft Winda...

=
5] Jobs

[ Settings

d. Click OK to continue to add host to the logical switch.
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Figure 3-36 Host Properties Continue to Add Host to Logical Switch
T 3 . c
g @l O B2 E s
Create add | @ w2-c1b3-pl.vmdenet Properties [ x|
- Resources|
reat Adk —
Geners :
Fabric o
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B

] Settings

e. Verify that the VEM is installed on the VSM.
Figure 3-37 shows the output seen on the VSM when the VEM is added to the Logical switch.

Figure 3-37 Host added as a VEM
W2-Hypery-VSH-Fliconfig-net-seg i sho mod"

Mod Ports Module-Tyece Model Status

1 0 Virtual Supsruisor Module Neuug 1000V active ¥
2 Q Virtual Supsrvisor Module Meocus 1000V ha—standhy
d 288 Virtual Ethernet Macule MA okt

5 288 Virtual Ethernet Module MA ok

[ 2a8 Virtual Ethernet Module MA ok

Mod  Su Hu

1 5,2015M145,.1 0.0

2 5,2(1)5M145, 1} 0,0

4 5,2(1)5H1{5,1} Hindows Server 2012 - Datacenter (6,2,9200. 6,30}
4] 5.2(135HM145.1 Windows Server 2012 - Datacenter (6,2,9200. &,30)
& 5.2(1)EH145.1 HWindows Server 2012 - Dstscenter (6,2,3200. 6,200
Mod  MAC-Addressies) Serial-Hus

1 00=-19-07=-Ec=0a-al to 00-19-07-6c-62-aB HA

2 00-19-07-Ec-5a-48 to 00-19-07-bc-62-28 MR

4 02-00-0c-00-04-00 to 02-00-0c-00-04-80  MA

5 02-00-0c-00-05-00 to 02-00-0c-00-05-80 HA

3 02=00=0c=00-06-00 to 02=00-0c=00=-06-80 HA

Mod Server—IP Server-UUID Server—Hame

1 10,0,72.101 HA Ha

2 10,0,72,101 ] HA

4 10.0.65.4 627CA7AB-FABE-E211-0025-E59102200004  V2-C1B4-P1

5 100,651 627CA7AB-FABE-E211-0025-E59102200001  V2-C2B1-P1

B 10.0.65.2 E27C37AB-FABE-E211-0025-E59 102200002 V2-C2B2-P1

* this terminal session

V2-Hyper/-VSHM-Fl{config-net-seg i #

V2-HyperV-VEM-Fl{config-net—seg ) #

V2-HyperV-VEM-Fllconfig-net-segi# 2013 Jun 10 16:00:33 V2-HypsrV-VYSM-P1 XVEM_MGR-Z-VEM_MGZR_DETECTED: Host V2-C1B3-P1 detectsd a= wodule 3
2013 Jun 10 16:00:33 V2-HuperY-¥SM-F1 XVEM_MGR-2-MOD_OHLINE: Module 3 is online

V2-HuperV-VSH-P1(config-net-sag)w
Y2-HyperV-VSH-F1 (config-net-seg i # I
f. After all hosts were added to the logical switch, they are seen as VEMs in the VSM. Execute
show module on the VSM to verify these hosts are seen as VEMs.
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Figure 3-38 All Host Added as a VEM

Va=Hypery=VEM-F1(config-net-seg } #
VE=HyperV-VEH=-F1{config-net-seg !'# sho mod

Mod Ports Hocule-Tyes Model Status

1 0 Virtual Suopervizor Module Mes s LO00Y active #
2 0 Virtual Supervisor Module Mz Les 1OODN ha—st.andby
El 288 Virtual Ethernet Module MNA ok

4 288 Virtual Ethernet Module MNA ok,

5 288 Virtual Ethernet Module A ok

2] 288 Virtual Ethernet Module A ok

Mo S Hu

1 5.2(1)5M145.1} 0.0

2 5.2(1)5M1{5.1> 0.0

3 5,2(1)SM145.1} Windows Server 2012 - Dstacenter (6,2,9200, 6,30}
4 5,.201EM14(5,.1» Hindows Server 2012 - Datacenter (6,2,3200, 6,300
<] 5.2(1)5M145.1) Windows Server 2012 = Datacenter (6,2.9200, 6,307
& 5.2015H145. 1 Hindows Server 2012 - Datacenter (6,2,5200, 6,30}

Mod MAC-Adcressles) Serial-Hum

1 00-19-07-Bc-5a-a8 to 00-19-07-6c-G2-a8  HA
2 00-19-07-Ec-5a-a8 to 00-19-07-6c-62-a8 HA
3 02-00-0c-00-03-00 to 02-00-0c-00-03-80 HA
q Q2-00-0c-00-04-00 to Q2-00-0c-00-0d-80  HA
5 02-00-0c-00-05-00 to 02-00-0c-00-05-80 HA
) 02=00-0c-00-06-00 to 02-00-0c-00-06-80  NA

Mod  Server—IP Server-LULID Server—Hane
1 10.0.72.101 HA HA

2 10,0,72.101 A HA

E] 10,0,65.3 E27CA7AB-FABE-E211-0025-ES9 102200003 V2-C1B3-P1
4 10,0,65.4 E27CE7AB-FABE-E211-0025-E59 102200004 V2-C1B4-P1
5 10.0,65.1 BZ7CE7AB-FABE-E211-0025-E59102200001  V2-C2B1-FP1
=] 10.0.85.2 627C87AB-FABE-E211-0025-E59102200002  V2-C2B2-F1

* this terninal session
V2-HyperV-VEH-F1 (config-net-seg ) # sho madl]

g. Verify interfaces are added to Logical Switch.

Because each host has two Cisco VIC Ethernet interfaces, two Ethernet interfaces per host are
seen, along the port-channel interfaces.

These are:

Eth3/1
Eth3/2
Eth4/1
Eth4/2
Eth5/1
Eth5/2
Eth6/1
Eth6/2

Pol
Po2
Po3
Po4d

These interfaces and port-channels can get verified by executing show interface brief on the
VSM:
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Figure 3-39 Show Interface Brief

4 10.0.65.4 62/CH/AB-F ABE-E211-0025-E59 102200004 V2-C1B4-P1

fal 10.0,65,1 B27CE7AB-FABE-E211-0025-B59102200001  V2-C2RB1-F1

] 10.0.65.2 627CE7AB-FABE-E211-0025-B59102200002  V2-C2B2-F1

* this terminal session

WV2-HuperV-YSH-Pliconfig-rnet—seg 14 sho int br

Port VRF Status IP Address Speed MTU

LECAV] — g 10.0,72, 101 1000 1500

Ethernet, WA Type Mode  Status  Reasson Spesd Part.

Interface h #

Eth3s1 1 eth trunk up rone 10G 1

Eth3/2 1 eth trunk up nang 106G 1

Ethd/ 1 1 eth trunk up none 106 2

Ethd/ 2 1 eth  trunk up none 106G 2

EthS/1 1 sth trunk up none 106G 3

EthG/2 1 sth  trunk up (=) 106G 2

Ethé/1 1 eth  trunk up none 10G 4

Eth&/2 1 eth  trunk up rone 106 4

Port-chanrel VLAN Type Mocde Status Reason Speed  Protocol

Interface

Pol 1 eth trunk up nane 2-10G(0} rone

FoZ 1 eth trunk up nonge a-10G(0}  rone

Po3 1 eth trunk up none 5-10G¢D}  rone

Pod 1 eth trunk up nong a-10G(0}  none

Port. WRF Status IP Address Speed MTU

controld == = - 1000 1500

NV2-HuperV-YSH-Pliconfig net—seg ) #

V2-HuperV-YSM-Pl(config-net—seg i#

V2-HypetV-VEH-F 1 (config-nat—seg )¢ I

After the Nexus 1000V Switch for Microsoft Hyper-V Logical switch has been installed, the VM

Networks can get created.

a. Verify the Logical Networks created on the N1000V are seen in Hyper-V.

Figure 3-40 Logical Networks

- 4

. W
LEEL]

£ Create IP Paol

i Create MAC Pool

r:i @ 7{ A Services

1) Virtual Machines

Create Logical Create Create Add Qvenview | Fabric Remove = Properties
Network o Create VIP Template Logical Switch = Resources = Resources | 17 Hosts Pmcoe
Create fached Show Remove | Properties
Fabric € Logical Networks and IP Fools [6)
4 93 servers il P
4 ] All Hosts Name ol | Subnet | Begin Acdress | End Address | Available Add... | Available Add... | Available Add...

# v2ce3pl v Cisco VIC Ethernet.
# v2-ciba-pl rfr Cisco VIC Ethernet...
# v2-czo1-p1 i PrivateTentant]

# v2as2pl =| rhrPrivateTentant2
ES Library Servers rfir PrivateTentant3
i_iPXE Servers rfrr PublicTenants
& Update Server

3 vCenter Servers

W VMM Server

4 & Networking
7 Logical Networks
8 MAC Address Pools
E22 Load Balancers
55 VIP Templates % -
Hr VMs and Services
3, Fabric

& Lbrary

[ Jobs

[] Settings

b. Right-click VM Network and select Create VM Network.
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Figure 3-41

Nexus 1000V Part 2: SCVMM Configuration

Create VM Network

KR < roce
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p

Name
wll. Cisco VIC Ethernet Interface - Virtual Switch

| Subnet | Available Addresses

o VM N
Storage
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# v2-cb2p1

4, Fabric
& Ubrary
[E] Jobs
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[ thernet Interface #2 - Virtual Switch
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W

c. Create the VM network name and select the logical network.

Figure 3-42

Create VM Network Name

& Administrator - vmi-scvmm2.vmdc.net - Virtual Machine Manager

KB o | oo

B &
Create Create Virtua|
Service  Machine =
VMs and Services
% Tenants
& Clouds
i WM Networks
Storage
4 7 All Hosts
# v2<cib3-pl
? vz-cabapl
& v2-c2bl-pl
? v2-c2p2-p1

| ¥r VMsand Servid
4. Fabric

& Library

o

Mame

Specify a name and description for the VM network

Isclation
Name: T1-VL101
S
mmery Description:

Logical network: | PublicTenants

Previous | | |[ cancel |

[t

i ——

B sobs

[4] Settings

d. Select the network segment.
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Figure 3-43

Nexus 1000V Part 2: SCVMM Configuration

Select Network Segment

& Administrator - vmi-scymm2.vmdc.net - Virtual Machine Manager

5 ¥

Create Create Virtua
Service  Machine ~

| - [

Co—

| Storage
4 7] All Hosts
& v2-cib3pt
? v2-cibi-pt
& v2-c2b1-p1
& v2-c2b2-p1

Summary

Configure the isolation for this VM network, or select automatic to have it

configured for you

O Automatic

(@ Specify an externally supplied VM network

External VM network:
0 User defined

T1-NetworkSegrent101
TZ-NmDrkSggggnuz

T3-NetworkSegment103

Previous | [ Net || Cancel

mNTE N

e. Confirm the VM network settings.

Figure 3-44

Confirm VM Network Settings

&l Administrator - vmi-scvmm2.vmdc.net - Virtual Machine Manager

B - Heme|

Foldar

3 ¥

Create Create Virtua)
Service  Machine -

| e WM Metworks
Storage
4 7 All Hosts
# 2z pr
# v2-ciba-p1
? v2cer-p1
& v2-c2b2-p1

Isolation

Summary

Confirm the settings

View Script | [fidresses

Name: Ti-¥Li01
Description:

revious | [ Firsh | [ Cancel I_I—“
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f. Follow the same steps to create the remaining VM Networks.
Figure 3-45 All VM Networks

Home Folder ~ @
: -;JP 7& | o k¥ PowerShell
- |

| E]Jcabs
Assign | Overview VMs Services| VM
Create | Cloud INetworks | | EPRO
Cloud Show Window
VMs and Services « VM Networks and IP Pools (12)
‘_5 Tenants | &
Name - | Subnet | Available Addresses
&5 Clouds
i Cisco VIC Ethernet Interface #2 - Virtual Switch .

oL VM Network
i el New Virtual Switch0

Storage B «PT1-VL2013
4 [E All Hosts i PT1-VL2013-IP-Pool 200.1.3.0/24 247
a _.VZ-CIu;tEr B «L.PT1-VL2014
P 2-cib3pi i PT1-VL2014-1P-Pool 200.1.4.0/24 249
# v2-clba-p B olpT2-v12023
# v2-c2b1-p1 ik PT2-V12023-1P-Pool 2002.3.0/24 249
# v2-c2b2-pl B ol.PT2-VL2024
& v2-c2b3-p1 Wi PT2-V12024-1P-Pool 200.2.4.0/24 249
B JLPT3-VL2033 =
4 PT3-VL2033-1B-Pool 200.3.3.0/24 249
B WJLPT3-VL2034
= la PT3-YL2034-1P-Pool 200.3.4.0/24 249
& VMs and Services 8 L1107
4, Fabric SET1-VL101-IP-Pocl 10.101.1.0/24 249
& Library = RUR ]
. SaT2-vL102-1P-Pool 10.102.1.0/24 249
B Jobs 5 oT3-VL103
Settings SIT3-VL103-IP-Pool 10.103.1.0/24 249 g

g. Verify the network segment are now a “member-of” the correct VM Networks. This line of the
configuration is automatically added to the CLI as noted Step 5Create Network Segments.,
page 3-4.
nsm network segment T1-NetworkSegmentlOl

member-of vmnetwork Tl1-NetworkSegmentlOl
member-of network segment pool T1
switchport access vlan 101

ip pool import template T1-VL101-IP-Pool
publish network segment

switchport mode access

At this point, the logical switch, including VSM and VEMs, is installed. VMs can now be added to the
logical switch.

Deployment Guidelines

1. Manually refresh the VSEM. Hyper-V performs a periodic refresh every 30 minutes; changes in
the Nexus 1000V are not automatically updated in Hyper-V. Manually refresh the VSEM to force
updates to show up in SCVMM.
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2. Manually remove NetSwitchTeam. If a host is deleted from SCVMM, NetSwitchTeam is not
removed from the host.

If hosts are removed and added again, the hosts is not added to the logical switch because
NetSwitchTeam still exists on the hosts.

This error is seen in the Jobs section:
Error (25238)

Creating the adapter team failed with error An internal error has occurred trying to contact the
v2-c1b4-pl.vindc.net server.

WinRM: URL: [http://v2-c1b4-pl.vmdc.net:5985], Verb: [GET], Resource:
[http://schemas.microsoft.com/wbem/wsman/1/wmi/root/scvmm/ErrorInfo?ID=1001]

Check that WS-Management service is installed and running on server v2-c1b4-pl.vmdc.net.
For more information use the command "winrm helpmsg hresult". If v2-c1b4-pl.vmdc.net is a
host/library/update server or a PXE server role then ensure that VMM agent is installed and
running. Recommended Action

ensure the team is functioning correctly and retry the operation
To clear this condition, open Windows PowerShell and do the following:

PS C:\Users\Administrator.VMDC> Get-NetSwitchTeam *
Name : V2-HyperV-VSM-P12b352411-1eff-4e95-bc84-9£f0fb5a339%a4
Members : {Ethernet 5, Ethernet 4}

PS C:\Users\Administrator.VMDC> Get-NetSwitchTeam | Remove-NetSwitchTeam

After the obsolete NetSwitchTeam is removed, the host can be added to the Logical switch.

3. Verify that hosts ports show up in VSM. In UCSM, each host had two MGMT and two DATA
vNICs. The DATA vNICs were used for NetSwitchTeam. On one or two occasions, when a host was
added to the Nexus 1000V logical switch, only one interface showed up in the VSM for that VEM,
even though both interfaces were selected. The procedure to add the host to the Nexus 1000V had
to be repeated, and the interface that did not show up had to be added to the newly created Nexus
1000V connection.

This can be verified by logging into the VSM and looking at the output from show interface brief.
Look for the VEM and the ports. A show port-channel summary should shows those ports added
to the port-channel.

4. Close and reopen SCYMM. On occasion, odd behavior was seen, such as hosts not responding to
messages. Connecting to hosts using Remote Desktop Protocol (RDP) showed that the hosts were
in the correct state. Closing and reopening the SCVMM app cleared this state. This is most likely a
winrm issue that needs further investigation when it happens again.

5. Create a Gold Template for SCVYMM. After three to four weeks, SCVMM became unstable. A
new SCVMM was created, and a Gold Template was generated from that VM, in case the instability
recurs.

6. Referto Cisco Nexus 1000V for Microsoft Hyper-V Installation Guide, Release 5.2(1)SM1(5.1) for
information about creating the Nexus 1000V logical switch in Hyper-V SCVMM.

Adding VMs to Nexus V Switch for Hyper-V Logical Switch

This section shows the process for adding Virtual Machines to the Nexus 1000V Switch for Microsoft
Hyper-V Logical switch.
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Step1  Go to the VM Properties page.
Right-click the VM and select Properties.
Step2  Seclect Hardware Configuration and select the adapter to add to the logical switch.

There are two adapters in the test VMs. One connects to the Microsoft external switch for Management
and the other connects to the Nexus 1000V.

Step3  Select the VM network.

On the network adapter properties page, click Browse to see a list of available VM networks.

Figure 3-46 Select a VM Network
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Stepd  Select the classification.

After selecting the VM network, click the Classification drop-down and select the classification profile.
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Step5  After selecting the classification, click OK.

Step6  Verify the Virtual Machine has been deployed by issuing a “show interface virtual” from the CLI of the
VSM:

V2-HyperV-VSM-P1l# show interface virtual

Port Adapter Owner Mod Host

Vethl Net Adapter PT1-vSTC1l-VL2013 3 V2-C1B3-P1
Veth2 Net Adapter PT1-vSTC1l-VL2014 3 V2-C1lB3-P1
Veth3 Net Adapter PT3-vSTC1l-VL2033 3 V2-C1lB3-P1
Vethd Net Adapter T1-vSTC1-VL101 3 V2-C1lB3-P1
Vethb Net Adapter PT2-vSTC1-VL2023 4 V2-ClB4-P1
Veth6 Net Adapter PT2-vSTC1l-VL2024 4 V2-ClB4-P1
Veth7 Net Adapter PT3-vSTC1l-VL2034 4 V2-C1lB4-P1
Veth8 Net Adapter T2-vSTC1-VL102 4 V2-ClB4-P1
Veth9 Net Adapter PT1-vSTC2-VL2013 5 V2-C2B1-P1
Vethl0 Net Adapter PT1-vSTC2-VL2014 5 V2-C2B1-P1
Vethll Net Adapter PT3-vSTC2-VL2033 5 V2-C2B1-P1
Vethl2 Net Adapter T3-vSTC1-VL103 5 V2-C2B1-P1
Vethl3 Net Adapter PT2-vSTC2-VL2023 6 V2-C2B2-P1
Vethl4d Net Adapter PT2-vSTC2-VL2024 6 V2-C2B2-P1
Vethl5 Net Adapter PT3-vSTC2-VL2034 6 V2-C2B2-P1
Vethl6 Net Adapter LM-Windows Server 2012 -01 4 V2-ClB4-P1
Vethl?7 Net Adapter LM-Win2008-02 4 V2-ClB4-P1
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Deployment Guidelines

1. Select the correct interfaces when adding network adapters. In UCSM, each host has two
MGMT and two DATA vNICs. From the Windows OS perspective, four VIC interfaces are
presented. Ensure that the correct interfaces are selected when adding the hosts to virtual switches.
Check the MAC addresses.

2. Refer to Connecting VMs to Logical Switch in Cisco Nexus 1000v for Microsoft Hyper-V
Installation Guide, Release 5.2(1)SM1(5.1) for more information.
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