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Preface

Cisco Validated Designs (CVDs) provide the foundation for systems design based on common use cases or
current engineering system priorities. They incorporate a broad set of technologies, features, and applications to
address customer needs. Cisco engineers have comprehensively tested and documented each CVD in order to
ensure faster, more reliable, and fully predictable deployment.

CVDs include two guide types that provide tested and validated design and deployment details:

- Technology design guides provide deployment details, information about validated products and
software, and best practices for specific types of technology.

- Solution design guides integrate or reference existing CVDs, but also include product features and
functionality across Cisco products and may include information about third-party integration.

Both CVD types provide a tested starting point for Cisco partners or customers to begin designing and deploying
systems using their own setup and configuration.

How to Read Commands

Many CVD guides tell you how to use a command-line interface (CLI) to configure network devices. This section
describes the conventions used to specify commands that you must enter.

Commands to enter at a CLI appear as follows:
configure terminal

Commands that specify a value for a variable appear as follows:
ntp server 10.10.48.17

Commands with variables that you must define appear as follows:
class-map [highest class name]

Commands at a CLI or script prompt appear as follows:
Router# enable

Long commands that line wrap are underlined. Enter them as one command:

police rate 10000 pps burst 10000 packets conform-action set-discard-class-
transmit 48 exceed-action transmit

Noteworthy parts of system output or device configuration files appear highlighted, as follows:
interface Vlano4

ip address 10.5.204.5 255.255.255.0

Comments and Questions

If you would like to comment on a guide or ask questions, please use the feedback form.

For the most recent CVD guides, see the following site:
http://www.cisco.com/go/cvd/wan
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CVD Navigator

The CVD Navigator helps you determine the applicability of this guide by summarizing its key elements: the use cases, the
scope or breadth of the technology covered, the proficiency or experience recommended, and CVDs related to this guide.
This section is a quick reference only. For more details, see the Introduction.

Use Cases

This guide addresses the following technology use cases:

- Optimization of Traffic Traversing the WAN—-Cisco WAN
optimization is an architectural solution comprising a set
of tools and techniques that work together in a strategic il

systems approach to provide best-in-class WAN optimization vALIDATED
performance while minimizing its total cost of ownership.

For more information, see the “Use Cases” section in this guide.

alialn
cisco.

VALIDATED

Scope -

This guide covers the following areas of technology and products:

alaln
Cisco.

- Deployment of Cisco Wide Area Application Services (WAAS) vALIDATED
Central Manager and Cisco Wide Area Virtualization Engine
(WAVE) appliances

- Deployment of Virtual WAAS (VWAAS) for primary site and
remote-site

- Deployment of Application Navigator (AppNav) for intelligent
load distribution

- Integration of WAAS at the WAN aggregation router
- Integration of WAAS at the WAN remote-site router and switch

For more information, see the “Design Overview” section in this
guide.

Proficiency

This guide is for people with the following technical proficiencies—or
equivalent experience:

- CCNA Routing and Switching—1 to 3 years installing,
configuring, and maintaining routed and switched networks

- VCP VMware—At least 6 months installing, deploying, scaling,
and managing VMware vSphere environments

To view the related CVD guides,
click the titles or visit the following site:
http://www.cisco.com/go/cvd/wan
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INntroduction

Application Optimization using Cisco Wide Area Application Services (WAAS) is an essential component of the
Cisco Intelligent WAN (IWAN). Cisco IWAN delivers an uncompromised user experience over any connection,
allowing an organization to right-size their network with operational simplicity and lower costs.

Technology Use Cases

The number of remote work sites is increasing, so network administrators need tools to help them ensure
solid application performance in remote locations. Recent trends show that a majority of new hires are located
at remote sites. These trends are tied to global expansion, employee attraction and retention, mergers and
acquisitions, cost savings, and environmental concerns.

The enterprise trend toward data-center consolidation also continues. The consolidation efforts move most
remote-site assets into data centers, largely to comply with regulatory mandates for centralized security and
stronger control over corporate data assets.

Consalidating data centers while growing the remote-site population means that increasing numbers of remote
employees access LAN-based business applications across comparatively slow WANs. With these applications
growing increasingly multimedia-centric and latency-sensitive, IT and networking staffs are further challenged to
keep remote-application response times on par with the experiences of users situated locally to the company’s
application servers in the data center. These local users enjoy multimegabit LAN speeds and are not affected by
any distance-induced delay, unlike their counterparts at the other end of a WAN connection.

Use Case: Optimization of Traffic Traversing the WAN

Application optimization can boost network performance along with enhancing security and improving application
delivery. Cisco WAN Optimization is an architectural solution comprising a set of tools and techniques that

work together in a strategic systems approach to provide best-in-class WAN optimization performance while
minimizing its total cost of ownership.

This design guide enables the following capabilities:
- Enhanced end-user experience increasing effective bandwidth and reducing latency
- Integration into the existing Cisco WAN routers, providing a flexible deployment

- Centralized operation and management of all the organization’s application optimization devices

Design Overview

Cisco WAAS Central Manager

Introduction

Every Cisco Wide Area Application Services (Cisco WAAS) network must have one primary Cisco WAAS Central
Manager device that is responsible for managing the other WAAS devices in the network. The WAAS Central
Manager device hosts the WAAS Central Manager GUI, a web-based interface that allows you to configure,
manage, and monitor the WAAS devices in your network. WAAS Central Manager resides on a dedicated Cisco
Wide Area Virtualization Engine (WAVE) device or as a VWAAS instance (a WAAS running as a virtual machine).

December 2013 .
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The following table provides details about the Cisco WAVE sizing for Cisco WAAS Central Manager.

Table 1 - Cisco WAAS Central Manager sizing options

Number of managed devices Number of managed devices (Cisco WAAS and
Device (Cisco WAAS only) Cisco WAAS Express)
WAVE-294-4GB 250 200
WAVE-594-8GB 1000 800
WAVE-694-16GB 2000 2000
vCM-100N 100 80
vCM-2000N 2000 2000
WAAS Nodes

A Cisco WAAS node (WN) is a WAAS application accelerator (for instance, a Cisco WAVE appliance, Service
Module-Services Ready Engine [SM-SRE] network module, or VWAAS instance, but not a WAAS Express device)
that optimizes and accelerates traffic according to the optimization policies configured on the device. The Table
2 provides details about the Cisco WN sizing for the WAN-aggregation site. The fan-out numbers correspond to
the total number of remote-peer WNSs.

A Cisco WAAS node group (WNG) is a group of WAAS nodes that services a particular set of traffic flows
identified by AppNav policies.

:m Reader Tip

Some Cisco product documentation may use different terminology. This guide
references the most common terminology in use for consistency.

Examples:
WAAS Node (WN) = Service Node (SN)
WAAS Node group (WNG) = Service Node group (SNG)

Table 2 - WAN-aggregation Cisco WAVE appliances

Max. optimized TCP | Max. recommended | Max. optimized Max. core fan-out

Device connections WAN link [Mbps] throughput [Mbps] | [Peers]
WAVE-594-8GB 750 50 250 100
WAVE-594-12GB 1300 100 300 100
WAVE-694-16GB 2500 200 450 150
WAVE-694-24GB 6000 200 500 300

WAVE-7541 18000 500 1000 700

WAVE-7571 60000 1000 2000 1400

WAVE-8541 150000 2000 4000 2800

Introduction December 2013 .
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Table 3 - WAN-aggregation for Cisco vVWAAS on Cisco UCS B-Series and Cisco UCS C-Series

Max. optimized TCP | Max. recommended | Max. optimized Max. core fan-out

Device connections WAN link [Mbps] throughput [Mbps] | [Peers]
VWAAS-750 750 50 250 100

VWAAS-1300 1300 80 300 200

VWAAS-2500 2500 200 400 300

VWAAS-6000 6000 200 400 300

VWAAS-12000 12000 310 425 1400
VWAAS-50000 50000 700 1000 2800

For comprehensive sizing and planning, please work with your Cisco account team or Cisco partner.

AppNav

Cisco Application Navigator (AppNav) technology enables customers to virtualize WAN optimization resources
by pooling them into one elastic resource in a manner that is policy based and on demand with the best
available scalability and performance. It integrates transparently with Cisco WAAS physical and virtual network
infrastructure and supports the capability to expand the WAN optimization service to meet future demands.

The Cisco AppNav solution is comprised of one or more Cisco AppNav Controllers, which intelligently load share
network traffic for optimization to a set of resource pools built with Cisco WAAS nodes. The Cisco AppNav

Controllers make intelligent flow distribution decisions based on the state of the WAAS Nodes currently providing
services.

Figure 1 - WAAS AppNav Components

AppNav Controller
Group
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Traffic Traffic
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\
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WAAS Node  WAAS Node WAAS Node
Group Group Group

AppNav Controller
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A Cisco AppNav Controller (ANC) is a WAVE appliance with a Cisco AppNav Controller /0 Module (IOM) that
intercepts network traffic and, based on an AppNav policy, distributes that traffic to one or more WAAS nodes for
optimization. The ANC function is also available as a component of Cisco I0S-XE software running on the Cisco
ASR 1000 Series routers and the Cisco ISR 4451-X router. When the AppNav Controller is running as a router
software component, it is referred to as AppNav-XE.

:m Reader Tip

Some Cisco product documentation may use different terminology. This guide
references the most common terminology in use for consistency.

Examples:
AppNav Controller (ANC) = AppNav Controller (AC)
AppNav Controller group (ANCG) = AppNav Controller group (ACG)

Table 4 - Supported roles for Cisco WAVE appliances with a Cisco AppNav IOM

WAVE-APNV-GE-12T
Appliance WAVE-APNV-GE-12SFP WAVE-APNV-10GE
WAVE-594 - AppNav Controller
WAVE-694 WAAS Node -

AppNav Controller
WAVE-7541 WAAS Node -

AppNav Controller
WAVE-7571 WAAS Node -

AppNav Controller
WAVE-8541 WAAS Node -

AppNav Controller

:ﬂ Tech Tip

The WAVE-APNV-10GE is only available bundled with the WAVE-594 and redundant
power supply unit.

A Cisco AppNav Controller group (ANCG) is a group of AppNav Controllers that share a common policy and
together provide the necessary intelligence for handling asymmetric flows and providing high availability. The
group of all ANC and WN devices configured together as a system is referred to as an AppNav Cluster.

:ﬂ Tech Tip

A Cisco AppNav-XE controller group must contain only members of the same router
product family (Example: only Cisco ASR 1000 routers, or only Cisco ISR 4451-X
routers). The ANCG may contain up to four AppNav-XE routers.
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WAN Aggregation Design Models

Introduction

There are three different design models for the WAN-aggregation site. The following table provides a brief
summary with more detail available in the specific sections for each design model.

Table 5 - How to choose a WAN Aggregation design model

WAAS with WCCP AppNav Off Path
Requirement design model design model AppNav-XE design model
AppNav IOM Not needed Required Not needed
Mix of different router families Supported Supported All routers must be same product
family
Maximum number of ANCs in an ANCG Not applicable 8 4
Intelligent load sharing Basic load sharing only | Full AppNav policies | Full AppNav policies

WAAS node group with WCCP

The Cisco WAAS node group with WCCP design model has been the Cisco recommended design for many
years prior to the introduction of AppNav. This design is widely adopted and is still currently supported by Cisco.
The AppNav IOMs are not required and because the router redirection method is WCCP, this design allows

for a mix of router product families. This design model is the recommended design model for remote-site
deployments.

The Cisco WAAS node group with WCCP deployment model uses a single group of two or more WAAS Nodes
to provide WAN optimization. The total number of devices required is a minimum of two (for N+1 resiliency).

The Cisco WAVE appliances or Cisco VWAAS instances connect to the distribution-layer switch. The connections
to WAVE appliances use EtherChannel both for increased throughput and for resiliency. EtherChannel is a logical
interface that bundles multiple physical LAN links into a single logical link. A VWAAS instance uses network
interface card (NIC) teaming in order to provide resiliency. In both cases, the WAAS Nodes connect to the WAN
services network that is configured on the distribution switch.

The Web Cache Communication Protocol (WCCP) is a protocol developed by Cisco. Its purpose is to
transparently intercept and redirect traffic from a network device to a WCCP appliance such as a Cisco WAVE
appliance running Cisco WAAS.

In this design model, WCCP is enabled on the Multiprotocol Label Switching (MPLS) CE and Dynamic Multipoint
VPN (DMVPN) routers. The WCCP redirect uses service groups 61 and 62 in order to match traffic for
redirection. These service groups must be used in pairs:

- Service group 61 uses the source address to redirect traffic.

- Service group 62 uses the destination address to redirect traffic.

This design uses WCCP 61 inbound on LAN-facing interfaces in order to match unoptimized data sourced from
the data center that is destined for clients at the WAN remote sites. WCCP 62 is used inbound on WAN-facing
interfaces, matching optimized data sourced from the WAN remote sites. WCCP 62 is used outbound on LAN
interfaces for DMVPN hub routers.

The connections from the distribution switch to the WAN aggregation routers are routed point-to-point links. This
design mandates the use of a negotiated-return generic routing encapsulation (GRE) tunnel from WN to router.
When a design uses a GRE-negotiated return, it is not required that the WN and the WAN aggregation routers
are Layer 2 adjacent.

December 2013 .
7




Figure 2 - WAAS node group with WCCP design model
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AppNav Off Path

The Cisco AppNav Off Path design model is the preferred model for new deployments.

The Cisco AppNav Off Path design model logically inserts the ANCs between the redirecting routers and the
Cisco WAAS node group(s). WCCP is still used between the routers and the AppNav controllers, but the WCCP
function is strictly limited to redirection and performs no load distribution. AppNav performs the intelligent load
distribution.

In this design model, WCCP is enabled on the Multiprotocol Label Switching (MPLS) CE and Dynamic Multipoint
VPN (DMVPN) routers. The WCCP redirect uses service groups 61 and 62 in order to match traffic for
redirection, as discussed in the previous section:

- Service group 61 uses the source address to redirect traffic.

- Service group 62 uses the destination address to redirect traffic.

:ﬂ Tech Tip

When using a Cisco AppNav Off Path deployment, it is possible to use just a single
WCCP service group (Example: service group 61) in order to provide WCCP redirection
for both source and destination traffic. However, this design model continues to use a
pair of service groups for consistency and ease of migration.
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The connections from the distribution switch to the WAN aggregation routers are routed point-to-point links. This
design mandates the use of a generic GRE tunnel between the ANCs and the routers. When a design uses a
generic GRE tunnel, it is not required that the ANCs and the WAN aggregation routers are Layer 2 adjacent.

You may enable both the ANC and WN capability concurrently on a Cisco WAVE appliance when using the
1-Gbps IOMs. This allows the device to perform dual roles.

Figure 3 - AppNav off path design model
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AppNav-XE

The Cisco AppNav-XE design model allows you to deploy AppNav with an existing group of Cisco WAAS nodes
without requiring the installation of IOMs. You are limited to up to four AppNav-XE Controllers, which must all be
members of the same router product family. Also, the ANCG may not include IOM-based ANCs.

The Cisco AppNav-XE deployment model uses an AppNav Controller running natively on the WAN-aggregation
routers. Traffic interception is accomplished by using service insertion on the routers” WAN interfaces. WCCP is
not required for this deployment model, and the ANCs and the WAN aggregation routers are not required to be
Layer 2 adjacent.
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Cisco AppNav performs the intelligent load sharing across the different Cisco WAAS node groups.

Figure 4 - AppNav-XE design model
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Remote Sites

The WAN optimization design for the remote sites can vary somewhat based on site-specific characteristics.
Single router sites use a single (nonredundant) Cisco WAVE appliance or Cisco VWAAS instance. Similarly, all
dual-router sites use dual WAVE appliances or VWAAS instances. The specifics of the WAAS sizing and form
factor primarily depend on the number of end users and bandwidth of the WAN links. Low bandwidth (< 2 Mbps)
single-router, single-link sites can also use the embedded Cisco WAAS Express (WAASXx) capability of the
router.

There are many factors to consider in the selection of the WAN remote-site WAN optimization platform. The
primary parameter of interest is the bandwidth of the WAN link. After the bandwidth requirement has been met,
the next item under consideration is the maximum number of concurrent, optimized TCP connections. Additional
detail on the Cisco WAVE and Cisco VWAAS sizing is provided in the following tables. The optimized throughput
numbers correspond to the apparent bandwidth available after successful optimization by Cisco WAAS.
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Table 6 - WAN remote-site Cisco WAVE appliances and WAAS Express

Max. optimized TCP Max. recommended WAN | Max. optimized
Device connections link [Mbps] throughput [Mbps]
Cisco1941/WAASX' 150 4 8
SRE-710-S 200 20 200
SRE-710-M 500 20 500
SRE-910-S 200 50 200
SRE-910-M 500 50 500
SRE-910-L 1000 50 1000
WAVE-294-4GB 200 10 100
WAVE-294-8GB 400 20 150
WAVE-594-8GB 750 50 250
WAVE-594-12GB 1300 100 300
WAVE-694-16GB 2500 200 450
WAVE-694-24GB 6000 200 500

T Single-link design only

Table 7 - WAN remote-site Cisco vVWAAS on Cisco UCS E-Series

Max. optimized TCP Max. recommended WAN Max. optimized
Device connections link [Mbps] throughput [Mbps]
VWAAS-200 200 10 100
VWAAS-750 750 50 250
VWAAS-1300 1300 80 300
VWAAS-2500 2500 200 400

For comprehensive sizing and planning, please work with your Cisco account team or Cisco partner.

The embedded Cisco WAASX provides a subset of the full set of WAAS capabilities available on the Cisco WAVE
platforms. The current WAASX software release is compatible with single-link WAN designs, cost-effective, and
easy to deploy. No design or architecture changes are required to enable this functionality on the router.

Figure 5 - WAN remote-site—Cisco WAASx topology
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The Cisco WAAS form factors for a WAN remote site include a Cisco UCS E-Series router module, Cisco
Services-Ready Engine (SRE) router module and an external appliance. These variants all run the same WAAS
software and are functionally equivalent. The primary difference is the method of LAN attachment for these
devices:

- Appliance—Two interfaces (both external)
- SRE module—One internal interface (router-connected only), one external interface

UCS E-Series module—One or two interfaces (both external)

The approach for connecting the Cisco WAVE or Cisco VWAAS devices to the LAN is to be consistent regardless
of the chosen hardware form-factor. All connections are made using the external interfaces. The benefit of this
method is that it is not necessary to create a dedicated network specifically to attach the WAAS devices, and
the Cisco UCS E-Series module, Cisco SRE module, and appliance devices can use an identical design. The
internal interface of the SRE module is not used for this design, except for the initial bootstrapping of the device
configurations. The internal interface of the UCS E-Series module is not used for this design, except for the initial
bootstrapping and management of the device configurations.

You must connect an external Ethernet cable from each Cisco SRE module for this solution. You must also
connect one or two external Ethernet cables from each Cisco UCS E-Series module for this solution.

You should connect the Cisco WAAS devices to the data VLAN of the access switch in all flat Layer 2 designs.

When the deployment uses a distribution-layer design, the Cisco WAAS devices should connect to the primary
data VLAN on the distribution switch.

Figure 6 - Cisco WAAS topology--remote-site access-layer design
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Figure 7 - Cisco WAAS topology--remote-site distribution-layer design
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Where possible, connect the Cisco WAVE appliances through both interfaces by using EtherChannel for
performance and resiliency. A Cisco VWAAS instance uses NIC teaming to provide resiliency.

Cisco WCCP Version 2 is enabled on the WAN routers to redirect traffic to the Cisco WAAS appliances.

The WCCP redirect uses service groups 61 and 62 in order to match traffic for redirection. These services
groups must be used in pairs:

- Service group 61 uses the source address to redirect traffic.

- Service group 62 uses the destination address to redirect traffic.

This design uses WCCP 61 inbound on LAN-facing VLAN subinterfaces in order to match unoptimized data
sourced from the clients and destined for the data center (or other remote sites). In all cases, WCCP 62 is used
inbound on WAN-facing interfaces in order to match optimized data sourced from the data center (or other
remote sites).

Because the Cisco WAVE appliance is connected to the data VLAN, this design requires the use of a negotiated-
return GRE tunnel from the Cisco WAVE appliances to the router. When using a GRE-negotiated return, you are
not required to create a new network on the routers specifically to attach the WAVE appliances.
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Deployment Detalls

This design guide uses certain standard design parameters and references various network infrastructure
services that are not located within this solution. These parameters are listed in the following table. For your
convenience, you can enter your values in the table and refer to it when configuring the appliance.

Table 8 - Universal design parameters

Network service CVD values Site-specific values
Domain name cisco.local

Active Directory, DNS server, DHCP server 10.4.48.10

Cisco Secure ACS (Optional) 10.4.48.15

Network Time Protocol (NTP) server 10.4.48.17

SNMP read-only community Cisco

SNMP read-write community cisco123

= e

1. Configure switch for Central Manager
Install the VWAAS virtual machine
Configure the WAAS Central Manager
Enable centralized AAA

Configuring the Cisco WAAS Central Manager

Configuration Checklist

The following table specifies the parameters and data, in addition to the universal design parameters, that you
need in order to set up and configure the Cisco WAAS Central Manager. For your convenience, you can enter
your values in the table and refer to it when configuring the appliance. The values you enter will differ from those
in this example, which are provided for demonstration purposes only.

Table 9 - Cisco WAAS Central Manager network parameters

Parameter CVD values Site-specific values
Switch interface number 1/0/10

VLAN number 148

Time zone PST8PDT - 8 0

[P address 10.4.48.100/24

Default gateway 10.4.48.1

Host name waas-wem-1

Management network (optional) 10.4.48.0/24

TACACS shared key (optional) SecretKey

Deployment Details
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Configure switch for Central Manager

This guide assumes that the switches have already been configured. The following steps contain only the
information required to complete the connection of the switch to the Cisco WAVE appliances. For full details
on switch configuration, see the applicable guide: Data Center Technology Design Guide or Server Room
Technology Design Guide.

If you are configuring a Cisco Catalyst server room switch, complete Option 1. If you are configuring a Cisco
Nexus data center switch, complete Option 2.

Option 1: Configure the server room switch

Step 1: Connect the Cisco WAVE appliance’s external Ethernet port to an Ethernet port on the switch, and then
return the switchport configuration to the default.

default interface GigabitEthernetl/0/10

Step 2: Define the switchport as an access port, and then apply quality-of-service (QoS) configuration.
interface GigabitEthernetl1/0/10
description Link to WAAS-CM
switchport access vlan 148
switchport host
logging event link-status
macro apply EgressQoS

no shutdown

Option 2: Configure the data center switch

Step 1: Connect the single-homed appliance to a dual-homed Cisco Fabric Extender (FEX), Define the
switchport as an access port, and then apply quality-of-service (QoS) configuration.

interface Ethernet102/1/1

switchport access vlan 148

spanning-tree port type edge

service-policy type gos input DC-FCOE+1P4Q INTERFACE-DSCP-QOS

Tech Tip

-

You must assign the Ethernet interface configuration on both data center core Cisco
Nexus 5500UP switches as the appliance is dual-homed because it is on a dual-
homed Cisco FEX.

Install the VWAAS virtual machine

This procedure is only required if you are using a Cisco Virtual WAAS (Cisco VWAAS) virtual machine.

Cisco VWAAS is provided as an open virtual appliance (OVA). The OVA is prepackaged with disk, memory, CPU,
network interface cards (NICs), and other virtual-machine-related configuration parameters. This is an industry
standard, and many virtual appliances are available in this format. Cisco provides a different OVA file for each
VWAAS model.

Deployment Details December 2013 .
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Tech Tip

The OVA files are available only in DVD media format and are not available for
download on www.cisco.com at this time.

Step 1: Deploy the OVF template with the VMware vSphere client.

Step 2: Before you configure Cisco VWAAS, using VMware vSphere, install the vVWAAS OVA on the VMware
ESX/ESXi server.

Step 3: In the VMware console, configure the Cisco VWAAS.

The procedures and steps for configuring the Cisco VWAAS Central Manager and vVWAAS Application
Accelerator devices are identical to those for the Cisco WAVE appliance and Cisco SRE form factors. Apply the
following procedure to complete the VWAAS configuration.

Configure the WAAS Central Manager

Use the appropriate Cisco WAVE device or Cisco vVWAAS from Table 1 for the Cisco WAAS Central Manager
function at the primary location in order to provide graphical management, configuration, and reporting for the
Cisco WAAS network. This device resides in the server farm because it is not directly in the forwarding path of
the WAN optimization, but it provides management and monitoring services. In order to initially configure the
WAAS Central Manager, you must have terminal access to the console port for basic configuration options and IP
address assignment. For all Cisco WAVE devices, the factory default username is admin and the factory default
password is default.

Reader Tip

This example shows the configuration of a Cisco WAVE device. When using a VWAAS
as the WAAS Central Manager, the setup options may be slightly different.

Step 1: From the command line, enter setup. The initial setup utility starts.

Parameter Default Value
1. Device Mode Application Accelerator
2. Interception Method WCCP
3. Time Zone UTC 0 0
4. Management Interface GigabitEthernet 1/0
5. Autosense Enabled
6. DHCP Enabled
ESC Quit ? Help WAAS Default Configuration

Press ‘y’ to select above defaults, '‘n’ to configure all, <1-6> to change

specific default [y]: n

Deployment Details December 2013 .
16


http://www.cisco.com/

Step 2:

Step 3:

Step 4:

Step 5:

Step 6:

Step 7:

Deployment Details

Enter option 2 to configure as Central Manager.

1. Application Accelerator
2. Central Manager

Select device mode [1]: 2

Configure the time zone.

Enter Time Zone <Time Zone Hours (-23 to 23)
PST8PDT -8 0

Configure the management interface, IP address, and default gateway.
No. Interface Name IP Address Network Mask
1. GigabitEthernet 1/0 dhecp
2. GigabitEthernet 2/0 dhcp

Select Management Interface [1]: 1
Enable Autosense for Management Interface?
Enable DHCP for Management Interface? (y/n)

Enter Management Interface IP Address

Minutes (0-59) >

(y/n) [y]:

[vl: n

y

[UTC 0 0]:

<a.b.c.d or a.b.c.d/X(optional mask bits)> [Not configured]: 10.4.48.100/24

Enter Default Gateway IP Address [Not configured]: 10.4.48.1

Configure the Domain Name System (DNS), host, and NTP settings.

Enter Domain Name Server IP Address [Not configured]: 10.4.48.10

Enter Domain Name (s) (Not configured): cisco.local

Enter Host Name (None): WAAS-WCM-1
Enter NTP Server IP Address [None]: 10.4.48

Select the appropriate license.
The product supports the following licenses
1. Enterprise

Enter the license(s) you purchased [1]: 1

.17

Verify the configuration settings, and then initiate reload.
Parameter Configured Value

1. Device Mode Central Manager
2. Time Zone PST8PDT -8 O
3. Management Interface GigabitEthernet 1/0
4. Autosense Enabled
5. DHCP Disabled
6. IP Address 10.4.48.100
7. IP Network Mask 255.255.255.0
8. IP Default Gateway 10.4.48.1
9. DNS IP Address 10.4.48.10

10. Domain Name (s) cisco.local

11. Host Name WAAS-WCM-1

12. NTP Server Address 10.4.48.17

13. License Enterprise

ESC Quit ? Help ! CLI

WAAS Final Configuration
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Press ‘y’ to select configuration, ‘d’ to toggle defaults display, <1-13> to
change specific parameter [y]: y

Apply WAAS Configuration: Device Mode changed in SETUP; New configuration takes
effect after a reload. If applicable, registration with CM, CM IP address, WAAS
WCCP configuration etc, are applied after the reboot. Initiate system reload?
<y/n> [n] y

Are you sure? <y/n> [n]: y

Next, you will configure the device management protocols.
Step 8: Reboot, and then log in to the Cisco WAAS Central Manager.

Step 9: Generate the RSA key, and then enable the sshd service. This enables Secure Shell Protocol (SSH).

ssh-key-generate key-length 2048
sshd enable

no telnet enable

Step 10: Enable Simple Network Management Protocol (SNMP), which allows the network infrastructure devices
to be managed by a Network Management System (NMS), and then configure SNMPv2c for a read-only and a
read-write community string.

snmp-server community cisco

snmp-server community ciscol23 RW

Step 11: If you want to limit access to the appliance, configure management access control lists (ACLs).

In networks where network operational support is centralized, you can increase network security by using an
access list to limit the networks that can access your device. In this example, only devices on the 10.4.48.0/24
network are able to access the device via SSH or SNMP.

ip access-list extended 155

permit tcp 10.4.48.0 0.0.0.255 any eq ssh

deny tcp any any eq ssh

permit ip any any

exit

interface GigabitEthernet 1/0

ip access-group 155 in

exit

!

ip access-list standard 55

permit 10.4.48.0 0.0.0.255

exit

snmp-server access-list 55

Step 12: After you make configuration changes, save the configuration.

copy running-config startup-config

Step 13: Reboot. The Cisco WAAS Central Manager device should be up and running after the reload
completes, and it should be accessible to a web browser at the IP address assigned during setup or at the
associated host name if it has been configured in DNS.
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Enable centralized AAA

(Optional)

This guide assumes that Cisco Secure Access Control System (Cisco Secure ACS) has already been configured.
Only the procedures required to support the integration of Cisco WAAS into the deployment are included. For
details on how to configure Cisco Secure ACS, see the Device Management Using ACS Technology Design
Guide.

Step 1: Log in to the Cisco WAAS Central Manager through the web interface (for example, https://waas-wcm-1.
cisco.local:8443) by using the default user name of admin and password of default.

Next, you will configure the Network-Admins user group. The web interface for the Cisco WAAS Central
Manager requires a user group with the proper role assigned in order to authorize users from an external
authentication, authorization, and accounting (AAA) database. This step must be completed before enabling AAA
and can only be performed by using the web interface.

Step 2: In Admin > AAA > User Groups, click Create.

Step 3: In the Name box, enter a name. This name must match exactly (case sensitive) the group name used on
the AAA server. For example, “Network Admins” in this implementation. Click Submit.

' Home | Device Groups | Devices | AppNav Clusters |

Dashboard  Configure| v Monitor [ Admin | ¥

Home > Admin > AAA = User Groups
Creating New User Group &3 Prnt

B ———
Name:™ Network Admins

Hote ™ - Required Field
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Step 4: After you create the group, click the Role Management tab, click the X to assign the role, and then click
Submit.

Dashboard  Configure| v Monitor| *  Admin| v

pent;
(@ Refresh Table 8 Assign all Roles @ Remove all Roles

Roles Items 1-10of 1 | Rows per page: 25 ~ | Go
Fiter Mame = Matchif like - Clear Filter
Role Comments
® 63 admin Admin role
Page 1 of1 KBS

 sumit | e

After you properly assign the role, a large, green check mark appears next to the icon.

Dashboard  Configure| v Monitor| *  Admin| v

Home > Admin > A%4 > User Groups.

Role Marsgement | Domain Hanagement |
(@ Refresh Table 8 Assign all Roles @ Remove all Roles
Roles Items 1-10of 1 | Rows per page: 25 ~ | Go
Filer.: Name - Matchif. like - Clear Filter
Role Comments
@ 6D admin ‘Admin role
Page 1 of1 KBS

<

Next, you will configure secure user authentication. AAA controls all management access to the Cisco WAAS
and Cisco WAVE devices (SSH and HTTPS).

A local admin user was created on the Cisco WAAS and Cisco WAVE appliances during setup. This user account
provides the ability to manage the device in case the centralized TACACS+ server is unavailable or in case you
do not have a TACACS+ server in your organization.

:n Tech Tip

The AAA configuration details shown are for the Cisco WAAS devices only. Additional
configuration is required on the AAA server for successful user authorization. Do not
proceed with configuring secure user authentication until you have completed the
relevant steps in the Device Management Using ACS Technology Design Guide.
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Step 5: From the command-line interface, using SSH, log in to the Cisco WAAS Central Manager by using the
default user name of admin and password of default.

Step 6: Enable AAA authentication for access control. The following configures TACACS+ as the primary method
for user authentication (login) and user authorization (configuration).

tacacs key SecretKey

tacacs password ascii

tacacs host 10.4.48.15 primary

!

authentication login local enable secondary

authentication login tacacs enable primary

authentication configuration local enable secondary

authentication configuration tacacs enable primary

authentication fail-over server-unreachable

Step 7: After you make configuration changes, save the configuration.

copy running-config startup-config

Configuring the Cisco WAVE Appliance as a WAAS Node

1. Configure switch for WAVE appliances
2. Configure the Cisco WAVE appliance
3. Configure WCCPv2 on routers

Configuration Checklist

The following table specifies the parameters and data, in addition to the universal design parameters, that you
need in order to set up and configure the Cisco WAAS network. For your convenience, you can enter your values
in the table and refer to it when configuring the WAAS network. The values you enter will differ from those in this
example, which are provided for demonstration purposes only.

:ﬂ Tech Tip

This process should also be used for a Cisco VWAAS instance when that instance
is already deployed on a VMware ESX server at the WAN-aggregation site. Specific
differences are noted throughout the configuration details.
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Table 10 - Cisco WAAS using Cisco WAVE Appliance network parameters

CVD values CVD values
Parameter primary WAVE secondary WAVE Site-specific values
Switch interface numbers 1/0/2 1/0/2

2/0/2 2/0/2
VLAN number 350 350
VLAN name (optional) WAN_Service_Net WAN_Service_Net
Time zone PST8PDT -8 0 PST8PDT -8 0
IP address 10.4.32.161/26 10.4.32.162/26
Default gateway 10.4.32.129/26 10.4.32.129/26
WAAS Central Manager 10.4.48.100 10.4.48.100
Hostname WAVE-1 WAVE-2
IP addresses of routers intercepting 10.4.32.241 10.4.32.242 10.4.32.241
traffic with WCCP 10.4.32.243 10.4.32.242

10.4.32.243

WCCP password clsco123 clsco123
Management network (optional) 10.4.48.0/24 10.4.48.0/24
TACACS shared key (optional) SecretKey SecretKey

Configure switch for WAVE appliances

There are three options for where to connect Cisco WAVE appliances. The distribution switch is the appropriate
location to physically connect WAVE appliances at the WAN-aggregation site and two-tier remote sites. The
access switch is the appropriate location to physically connect WAVE appliances at single-tier remote sites.

Distribution-layer switch—This device type requires a resilient connection but does not require a routing

protocol. This type of connection can use a Layer 2 EtherChannel link.

Distribution-layer switch for Cisco VWAAS—This device type requires a resilient connection but does
not require a routing protocol. This type of connection uses an active/standby port pair.

Remote-site access-layer switch stack or modular switch—This type of connection can use a Layer 2

EtherChannel link.

Remote-site access-layer switch—This type of connection can use a Layer 2 access interface.

This guide assumes that the switches have already been configured, so it includes only the procedures required
to complete the connection of the switch to the Cisco WAVE appliances. For details on how to configure a

distribution-layer switch, see Campus Wired LAN Technology Design Guide.

If you are connecting a Cisco Catalyst distribution-layer switch, complete Option 1. If you are connecting a
VWAAS instance to a Cisco Catalyst distribution-layer switch, complete Option 2. If you are connecting to
a remote-site Cisco Catalyst access-layer switch stack or modular switch, complete Option 3. If you are
connecting to a Cisco Catalyst remote-site access-layer switch, complete Option 4.

Option 1: Connect a distribution-layer switch

Step 1: If a VLAN does not already exist on the distribution-layer switch, configure it now.

vlan 350

name WAN Service Net
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Step 2: Configure Layer 3. Be sure to configure a VLAN interface (SVI) for every new VLAN added so devices in
the VLAN can communicate with the rest of the network.

interface V1an350
ip address 10.4.32.129 255.255.255.192

no shutdown

Next, you will configure EtherChannel member interfaces.

Step 3: Connect the Cisco WAVE appliance EtherChannel uplinks in order to separate switches in the
distribution-layer switches or stack (for the Cisco Catalyst 4507R+E distribution layer, this separates redundant
modules for additional resiliency), and then configure two or more physical interfaces to be members of the
EtherChannel. It is recommended that the physical interfaces are added in multiples of two. Also, apply the
egress QoS macro. This ensures traffic is prioritized appropriately.

:ﬂ Tech Tip

Configure the physical interfaces that are members of a Layer 2 EtherChannel prior
to configuring the logical port-channel interface. Doing the configuration in this order
allows for minimal configuration and reduces errors because most of the commands
entered to a port-channel interface are copied to its members interfaces and do not
require manual replication.

interface GigabitEthernet 1/0/2

description Link to WAVE port 1

interface GigabitEthernet 2/0/2

description Link to WAVE port 2

!

interface range GigabitEthernet 1/0/2, GigabitEthernet 2/0/2
switchport

macro apply EgressQoS

channel-group 7 mode on

logging event link-status

logging event bundle-status

Next, you will configure the EtherChannel. An access-mode interface is used for the connection to the Cisco
WAVE appliance.

Step 4: Assign the VLAN created at the beginning of the procedure to the interface. When using EtherChannel,
the port channel number must match the channel group configured in Step 3.

interface Port-channel 7

description EtherChannel link to WAVE

switchport access vlan 350

logging event link-status

no shutdown

Deployment Details December 2013 .
23



Option 2: Connect a distribution-layer switch for v WAAS

Step 1: If a VLAN does not already exist on the distribution-layer switch, configure it now.

vlan 350
name WAN Service Net

Step 2: Configure Layer 3. Be sure to configure a VLAN interface (SVI) for every new VLAN added so devices in
the VLAN can communicate with the rest of the network.
interface V1an350
ip address 10.4.32.129 255.255.255.192

no shutdown

Next, you will configure EtherChannel member interfaces.

Step 3: Connect the ESXi server ports to separate switches in the distribution-layer switches or stack (for the
Cisco Catalyst 4507R+E distribution layer, this separates redundant modules for additional resiliency), and then
configure two or more physical interfaces to be members of same VLAN. It is recommended that you use N+1
physical interfaces where N is the number of Cisco VWAAS instances. Also, apply the egress QoS macro. This
ensures traffic is prioritized appropriately.
interface GigabitEthernet 1/0/12
description Link to ESXi vmnicl
interface GigabitEthernet 2/0/12
description Link to ESXi vmnic2
!
interface range GigabitEthernet 1/0/12, GigabitEthernet 2/0/12
switchport
switchport host
switchport mode access
switchport access vlan 350
macro apply EgressQoS
logging event link-status

no shutdown

Option 3: Connect a remote-site access-layer switch stack or modular switch

Next, you will configure EtherChannel member interfaces. The physical interfaces that are members of a Layer 2
EtherChannel are configured prior to configuring the logical port-channel interface. Doing the configuration in this
order allows for minimal configuration and reduces errors because most of the commands entered to a port-
channel interface are copied to its members’ interfaces and do not require manual replication.

Tech Tip

EtherChannel is a logical interface which bundles multiple physical LAN links into a
single logical link.
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Step 1: Connect the Cisco WAVE appliance EtherChannel uplinks to separate switches in the stack, and in the
case of the Cisco Catalyst 4507R+E access layer, to separate redundant modules for additional resiliency, and
then configure two or more physical interfaces to be members of the EtherChannel and return their switchport
configuration to the default. It is recommended that they are added in multiples of two. Also, apply the egress
QoS macro. This ensures traffic is prioritized.

default interface GigabitEthernet 1/0/2

default interface GigabitEthernet 2/0/2

!

interface GigabitEthernet 1/0/2

description Link to WAVE port 1

interface GigabitEthernet 2/0/2

description Link to WAVE port 2

!

interface range GigabitEthernet 1/0/2, GigabitEthernet 2/0/2

switchport

macro apply EgressQoS

channel-group 7 mode on

logging event link-status

logging event bundle-status

Next, you will configure the EtherChannel. You use an access-mode interface for the connection to the Cisco
WAVE appliance.

Step 2: Assign the data VLAN to the interface. When using EtherChannel, the port channel number must match
the channel group configured in the previous step.

interface Port-channel 7

description EtherChannel link to WAVE

switchport access vlan 64

ip arp inspection trust

logging event link-status

no shutdown

Option 4: Connect a remote-site access-layer switch

Step 1: Connect the Cisco WAVE appliance’s external Ethernet port to an Ethernet port on the remote site’s
access switch, and then return the switchport configuration to the default.

default interface GigabitEthernetl/0/3

Step 2: Define the switchport in the remote-site access switch as an access port for the data VLAN, and then
apply port-security and QoS configuration.

interface GigabitEthernetl/0/3

description Link to WAVE

switchport access vlan 64

switchport host

ip arp inspection trust

logging event link-status

macro apply EgressQoS

no shutdown
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Configure the Cisco WAVE appliance

Tech Tip

-

This procedure assumes that you are using the WAAS with WCCP design model. If you
are using the AppNav off path design model or the AppNav-XE design model, WCCP is
not used on the WNs. For Step 7 enter a single unused IP address (any value) and skip
Step 12 and Step 13.

You can deploy a group of Cisco WAVE appliances at the WAN-aggregation site in order to provide the headend
termination for Cisco WAAS traffic to and from the remote sites across the WAN. You then connect these
devices directly to the distribution-layer switch, using GRE-negotiated return in order to communicate with the
WCCP routers. If you don’t want resiliency for application acceleration at the WAN-aggregation site, you can
deploy an appliance individually, instead of in a group.

You can also deploy Cisco WAVE appliances at WAN remote sites, either individually or as part of a WNG. You
should use this procedure to configure WAN remote-site Cisco WAVE appliances. You use the same setup utility
that you used in the initial configuration of the Cisco WAAS Central Manager to set up WAVE appliances. These
devices require only basic setup through their console port in order to assign initial settings. After you complete
this setup, you can perform all management of the WAAS network through the WAAS Central Manager console.
Initial configuration of the WAVE application accelerators requires terminal access to the console port for basic
configuration options and IP address assignment.

The setup utility configuration steps for the application accelerator Cisco WAVE appliances are similar to the
setup of the Cisco WAAS Central Manager, but the steps begin to differ after you choose application-accelerator
as the device mode. After you choose this mode, the setup script changes in order to allow you to register the
WAVE appliance with the existing WAAS Central Manager and to define the traffic interception method as WCCP.

For all Cisco WAVE devices, the factory default username is admin and the factory default password is default.

Step 1: From the command line, enter setup. The initial setup utility starts.

Parameter Default Value
1. Device Mode Application Accelerator
2. Interception Method WCCP
3. Time Zone UuTCc 0 0
4. Management Interface GigabitEthernet 1/0
5. Autosense Enabled
6. DHCP Enabled
ESC Quit ? Help ——  — WAAS Default Configuration

Press ‘y’ to select above defaults, '‘n’ to configure all, <1-6> to change
specific default [y]: n

Step 2: Configure the appliance as an application accelerator.
1. Application Accelerator
2. AppNav Controller
3. Central Manager

Select device mode [1]: 1
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Step 3:

Step 4:

Step 5:

Step 6:

Step 7:

Step 8:

Step 9:

Deployment Details

Configure the interception method.

1. WCCP
2. Other
Select Interception Method [1]: 1

Configure the time zone.

Enter Time Zone <Time Zone Hours (-23 to 23) Minutes (0-59)>

PST8PDT -8 0

Configure the management interface, IP address, and default gateway.
No. Interface Name IP Address Network Mask
1. GigabitEthernet 1/0 dhecp
2. GigabitEthernet 2/0 dhcp

Select Management Interface [1]: 1
Enable Autosense for Management Interface? (y/n)[yl: y
Enable DHCP for Management Interface? (y/n)[y]l: n

Enter Management Interface IP Address

[UTC 0 0]:

<a.b.c.d or a.b.c.d/X(optional mask bits)> [Not configured]: 10.4.32.161/26
Enter Default Gateway IP Address [Not configured]: 10.4.32.129
Enter Central Manager IP Address (WARNING: An invalid entry will cause SETUP to

take a long time when applying WAAS configuration) [None]:

Configure the DNS, host, and NTP settings.

10.4.48.100

Enter Domain Name Server IP Address [Not configured]: 10.4.48.10

Enter Domain Name (s) (Not configured): cisco.local
Enter Host Name (None): WAVE-1
Enter NTP Server IP Address [None]: 10.4.48.17

Configure the WCCP router list.

Enter WCCP Router (max 4) IP Address list (ipl ip2 ...)
10.4.32.242 10.4.32.243

Select the appropriate license.

The product supports the following licenses:
1. Transport

2. Enterprise

3. Enterprise & Video

4. Enterprise & Virtual-Blade

5. Enterprise, Video & Virtual-Blade

Enter the license(s) you purchased [2]: 2

Verify the configuration settings.
Parameter Configured Value
1. Device Mode Application Accelerator
2. Interception Method WCCP
3. Time Zone PST8PDT -8 0
4. Management Interface GigabitEthernet 1/0

: 10.4.32.241
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5.
6.
7
8

9.
10.
11.
12.
13.
14.
15.
16.

Autosense

DHCP

IP Address

IP Network Mask
IP Default Gateway
CM IP Address
DNS IP Address
Domain Name (s)
Host Name
NTP Server Address
WCCP Router List

License

ESC Quit ? Help ! CLI

Press

defaults display,

Enabled
Disabled
10.4.32.161
255.255.255.192
10.4.32.129
10.4.48.100
10.4.48.10
cisco.local
WAVE-1
10.4.48.17
10.4.32.241 10.4.32.242 10.4.32.243
Enterprise

WAAS Final Configuration

‘v to select configuration, <F2> to see all configuration, ‘d’ to toggle

<1-16> to change specific parameter [y]: ¥y

Applying WAAS configuration on WAE

May take a few seconds to complete

Step 10: In the EXEC mode, enable the propagation of local configuration changes to the Cisco WAAS Central

Manager.

cms lcm enable

Step 11: If you are connecting the Cisco WAAS appliance to a distribution switch or switch stack, configure the
port-channel connection and register it to the Cisco WAAS Central Manager.

interface GigabitEthernet 1/0

no ip address 10.4.32.161 255.255.255.192

exit

primary-interface PortChannel 1

interface PortChannel 1
ip address 10.4.32.161 255.255.255.192

exit

!

interface GigabitEthernet 1/0

channel-group 1

exit

interface GigabitEthernet 2/0

channel-group 1

no shutdown

exit

There are several additional, non-default settings that you must enable on the Cisco WAVE devices in order to
complete the configuration. These settings are configured in the next steps.
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Step 12: Configure the GRE-negotiated return. All Cisco WAVE devices use GRE-negotiated return with their
respective WCCP routers. Skip this step when using the AppNav Off Path design model or the AppNav-XE
design model.

no wccp tcp-promiscuous service-pair 1 2

wccp tcp-promiscuous service-pair 61 62 redirect-method gre

wccp tcp-promiscuous service-pair 61 62 egress-method wccp-gre

Step 13: Configure the WCCP router list. This design uses authentication between the routers and Cisco WAVE
appliances. Skip this step when using the AppNav Off Path design model or the AppNav-XE design model.

If any of the WCCP routers are Cisco ASR1000 Series routers, then change the default setting of hash-
source-ip to mask-assign. This change must be made for WCCP to operate properly and is made on the Cisco
WAVE appliances, not on the routers.

wccp tcp-promiscuous service-pair 61 62 router-list-num 7

wccp tcp-promiscuous service-pair 61 62 assignment-method mask

wccp tcp-promiscuous service-pair 61 62 password clscol23

wccp tcp-promiscuous service-pair 61 62 enable

All other router platforms can use the default setting:

wccp tcp-promiscuous service-pair 61 62 router-list-num 7
wccp tcp-promiscuous service-pair 61 62 password clscol23

wccp tcp-promiscuous service-pair 61 62 enable

Next, you will configure device management protocols.
Step 14: Log in to the Cisco WAVE appliance.

Step 15: Generate the RSA key and enable the sshd service. This enables SSH.
ssh-key-generate key-length 2048
sshd enable

no telnet enable

Step 16: Enable Simple Network Management Protocol (SNMP). This allows the network infrastructure devices
to be managed by a Network Management System (NMS). Configure SNMPv2c for both a read-only and a read-
write community string.

snmp-server community cisco

snmp-server community ciscol23 RW
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Step 17: If you want to limit access to the appliance, configure management ACLSs.

In networks where network operational support is centralized, you can increase network security by using an
access list to limit the networks that can access your device. In this example, only devices on the 10.4.48.0/24
network are able to access the device via SSH or SNMP.

ip access-list

permit tcp 10.

extended 155
4.48.0 0.0.0.255 any eqg ssh

deny tcp any any eq ssh

permit ip any

exit

any

interface PortChannel 1

ip access-group 155 in

exit
|

ip access-list

standard 55

permit 10.4.48.0 0.0.0.255

exit

snmp-server access-list 55

Step 18: If you have a centralized TACACS+ server, enable AAA authentication for access control. This
configures secure user authentication as the primary method for user authentication (login) and user
authorization (configuration). AAA controls all management access to the Cisco WAAS and Cisco WAVE devices

(SSH and HTTPS).

:ﬂ Tech Tip

A factory default local admin user was created on the Cisco WAAS and Cisco WAVE
appliances during setup. This user account provides the ability to manage the device in
case the centralized TACACS+ server is unavailable or if you do not have a TACACS+
server in your organization.

tacacs key SecretKey

tacacs password ascii

tacacs host 10.

|

authentication
authentication
authentication
authentication

authentication

4.48.15 primary

login local enable secondary
login tacacs enable primary
configuration local enable secondary
configuration tacacs enable primary

fail-over server-unreachable

Step 19: After you make configuration changes, in the EXEC mode, save the configuration.

copy running-config startup-config

Step 20: If you are deploying a group of Cisco WAVE appliances, repeat Step 1 through Step 19 for the resilient

appliance.
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Configure WCCPv2 on routers

This procedure assumes that you are using the WAAS with WCCP design model. If you are using a AppNav off
path design model or the AppNav-XE design model, skip this procedure.

This guide assumes that the router has already been configured. Only the procedures required to support the
integration of Cisco WAAS into the deployment are included. For details on how to configure a WAN router, see
the MPLS WAN Technology Design Guide or VPN WAN Technology Design Guide.

In this design, WCCP diverts network traffic destined for the WAN to the Cisco WAAS system for optimization.
This method provides for a clean deployment with minimal additional cabling, and it requires both the WAN-
aggregation and remote-site routers to be configured for WCCP.

Step 1: Configure global WCCP parameters, enable services 61 and 62, and then configure a group list and
password. Permit only the on-site Cisco WAVE appliances in the group list in order to prevent unauthorized Cisco
WAVE devices from joining the Cisco WAAS node group.

You must enable services 61 and 62 for WCCP redirect for Cisco WAAS. These services should be using WCCP
Version 2. As a best practice, exempt certain critical traffic types and other protocols which cannot be optimized
from WCCP redirect by using a redirect list.

Table 11 - Critical traffic types to exempt from WCCP

Service TCP port number
Secure shell (SSH) 22

Telnet 23

TACACS+ 49

Border Gateway Protocol (BGP) 179

Network Time Protocol (NTP) 123

Table 12 - Additional traffic types to exempt from WCCP

Service TCP port number(s)
SNMP, SNMP trap 161, 162

SCCP, secure SCCP 2000, 2443

SIP, secure SIP 5060, 5061

H.323 gatekeeper discovery 1718

H.323 (H.225 signalling) 1720

MGCP backhaul 2428

HTTPS 443, 8443

HTTP firmware 6970

NMAP 689

Add a pair of deny statements for each TCP port listed in Table 11 and Table 12.

ip wcecp source-interface LoopbackO
ip wccp 61 redirect-list WAAS-REDIRECT-LIST group-list WAVE password clscol23
ip wccp 62 redirect-list WAAS-REDIRECT-LIST group-list WAVE password clscol23
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ip access-list standard WAVE

permit 10.4.32.161
permit 10.4.32.162

ip access-list extended WAAS-REDIRECT-LIST
remark WAAS WCCP Redirect List

deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny
deny

tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp
tcp

any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any

any eq 22

eq 22 any

eq telnet any
any eq telnet
eq tacacs any
any eq tacacs
eq bgp any
any eq bgp
any eq 123
eq 123 any
any eq 161
eq 161 any
any eq 162

eq 162 any
any eq 2000
eq 2000 any
any eq 2443
eq 2443 any
any eq 5060
eq 5060 any
any eq 5061
eq 5061 any
any eq 1718
eq 1718 any
any eq 1720
eq 1720 any
any eq 2428
eq 2428 any
any eq 443
eq 443 any
any eq 8443
eq 8443 any
any eq 6970
eq 6970 any
any eq 689
eq 689 any

permit tcp any any
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Step 2: Configure WCCP redirection for traffic from the LAN. Be sure to identify specific interfaces where traffic
to and from the WAN are intercepted.

Traffic from the LAN is intercepted with service 61 inbound on LAN interfaces. It is not necessary to configure
WCCP interception on voice interfaces and voice VLANS.
If the LAN interface is a Layer 3 interface, define WCCP redirection on the interface directly.

interface Port-Channel 1

ip wccp 61 redirect in

If the LAN interface is a VLAN trunk, define WCCP redirection on the data VLAN subinterface.
interface GigabitEthernet0/2.64

ip wcecp 61 redirect in

Next, you will configure WCCP redirection for traffic from the WAN.

Step 3: If you are configuring any Cisco WAN router, except a DMVPN hub router, intercept traffic from the WAN
by using service 62 inbound on all WAN interfaces, including DMVPN tunnel interfaces (but not their underlying
physical interfaces).

Example: MPLS WAN Interface
interface GigabitEthernet 0/3

ip wccp 62 redirect in

Example: DMVPN WAN Interface

interface Tunnel 10

ip wccp 62 redirect in

Step 4: If you want to configure DMVPN hub routers, configure WCCP 62 outbound on the LAN interface. This
supports dynamic creation of spoke-to-spoke tunnels. Traffic from the WAN is intercepted with service 62
outbound on the LAN interfaces.

interface PortChannel 1

ip wccp 62 redirect out

Step 5: After you make configuration changes, save the configuration.

copy running-config startup-config

Step 6: If you have multiple WAN routers at the site or multiple WAN interfaces on a single router, repeat the
steps in this procedure for each WAN-facing interface.
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1.

2
3
4

Configuring the Cisco WAVE Appliance as an AppNav
Controller

Configure switch for WAVE appliances

. Configure the Cisco AppNav Controller

Configure the AppNav cluster

. Configure WCCPv?2 on routers

Configuration Checklist

The following table specifies the parameters and data, in addition to the universal design parameters, that you

need in order to set up and configure the Cisco WAAS network. For your convenience, you can enter your values
in the table and refer to it when configuring the WAAS network. The values you enter will differ from those in this
example, which are provided for demonstration purposes only.

Table 13 - Cisco AppNav controller WAN service network parameters

CVD values CVD values
Parameter first ANC second ANC Site-specific values
Switch interface numbers | 1/0/19 1/0/20
2/0/19 2/0/20
Switch port-channel 9 10
number
VLAN number 350 350

VLAN name (optional)

WAN_Service_Net

WAN_Service_Net

AppNav controller
interface numbers

1/0
7

1/0
171

AppNav controller
port-channel number (for
intra-cluster traffic and

1

1

management)

Time zone PST8PDT -8 0 PST8PDT -8 0

IP address 10.4.32.163/26 10.4.32.164/26
Default gateway 10.4.32.129/26 10.4.32.129/26
WAAS Central Manager | 10.4.48.100 10.4.48.100
Hostname WAVE-APPNAV-1 WAVE-APPNAV-2
Management network 10.4.48.0/24 10.4.48.0/24
(optional)

TACACS shared key SecretKey SecretKey
(optional)
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Table 14 - Cisco AppNav controller intercept network parameters

CVD values CVD values
Parameter primary ANC secondary ANC Site-specific values
AppNav interception 1/0/21 1/0/22
network switch interface | 2/0/21 2/0/22
numbers
Switch port-channel M 12
number
VLAN number 349 349

VLAN name (optional)

AppNav_Intercept_Network

AppNav_Intercept_Network

AppNav controller
interface numbers

1/2
1/3

1/2
1/3

AppNav controller port- | 2 2

channel number

IP address 10.4.32.71/26 10.4.32.72/26
Intercept network router | 10.4.32.65 10.4.32.65

WCCP routers

10.4.32.2 10.4.32.6 10.4.32.18

10.4.32.2 10.4.32.6 10.4.32.18

WCCP password

c1sco123

c1scol123

Configure switch for WAVE appliances

Deployment Details

The distribution switch is the appropriate location to physically connect the Cisco AppNav controller WAVE
appliances at the WAN-aggregation site. This guide does not include details for deploying AppNav controllers at
remote sites.

Distribution-layer switch—This device type requires a resilient connection but does not require a routing
protocol. This type of connection can use a Layer 2 EtherChannel link.

This guide assumes that the switches have already been configured, so it includes only the procedures required
to complete the connection of the switch to the Cisco WAVE appliances. For details on how to configure a
distribution-layer switch, see Campus Wired LAN Technology Design Guide.

Step 1: If the VLANSs do not already exist on the distribution-layer switch, configure them now.
vlan 350
name WAN Service_Net
vlan 349
name AppNav_Intercept Net

Step 2: Configure Layer 3. Be sure to configure a VLAN interface (SVI) for every new VLAN added so devices in
the VLAN can communicate with the rest of the network.

interface V1an350

ip address 10.4.32.129 255.255.255.192

no shutdown

interface Vl1an349

ip address 10.4.32.65 255.255.255.192

no shutdown
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Next, you will configure EtherChannel member interfaces.

Tech Tip

EtherChannel is a logical interface that bundles multiple physical LAN links into a single
logical link.

Step 3: Connect the Cisco WAVE appliance EtherChannel uplinks in order to separate switches in the
distribution-layer switches or stack (for the Cisco Catalyst 4507R+E distribution layer, this separates redundant
modules for additional resiliency), and then configure two or more physical interfaces to be members of the
EtherChannel. It is recommended that the physical interfaces are added in multiples of two. Also, apply the
egress QoS macro. This ensures traffic is prioritized appropriately.

:ﬂ Tech Tip

Configure the physical interfaces that are members of a Layer 2 EtherChannel prior
to configuring the logical port-channel interface. Doing the configuration in this order
allows for minimal configuration and reduces errors because most of the commands
entered to a port-channel interface are copied to its members interfaces and do not
require manual replication.

interface GigabitEthernet 1/0/19

description Link to AppNav-WAVE port 1/0

interface GigabitEthernet 2/0/19

description Link to AppNav-WAVE port 1/1

!

interface GigabitEthernet 1/0/21

description Link to AppNav-WAVE port 1/2 (Intercept Network)
interface GigabitEthernet 2/0/21

description Link to AppNav-WAVE port 1/3 (Intercept Network)
!

interface range GigabitEthernet 1/0/19, GigabitEthernet 2/0/19
switchport

macro apply EgressQoS

channel-group 9 mode on

logging event link-status

logging event bundle-status

!

interface range GigabitEthernet 1/0/21, GigabitEthernet 2/0/21
switchport

macro apply EgressQoS

channel-group 11 mode on

logging event link-status

logging event bundle-status

Next, you configure the EtherChannel. An access-mode interface is used for the connection to the Cisco WAVE
appliance.
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Step 4: Assign the VLANSs created at the beginning of this procedure to the interface. When using EtherChannel,
the port channel numbers must match the channel groups configured in Step 3.
interface Port-channel 9
description EtherChannel link to AppNav-WAVE
switchport access vlan 350
logging event link-status
no shutdown
!
interface Port-channel 11
description EtherChannel link to AppNav-WAVE (Intercept Network)
switchport access vlan 349
logging event link-status

no shutdown
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Configure the Cisco AppNav Controller

You can deploy a cluster of Cisco ANCs at the WAN-aggregation site in order to provide the headend termination
for Cisco WAAS traffic to and from the remote sites across the WAN. You then connect these devices directly to
the distribution-layer switch and use generic GRE tunnels in order to communicate with the WCCP routers. If you
don’t want resiliency for AppNav at the WAN-aggregation site, you can deploy a single ANC, instead of a cluster.
A detailed example topology is shown in the following figure.

1(.161,.162), 1 (.165,.166), 1 (.167, .168)
WAAS Node WAN_Service_Net (VLAN 350)
«—(.163,.164), (.129) —

<
b e

AppNav_Intercept_Net (VLAN 349)

10.4.32.64/26
— (.71,.72)
WNG to
ANCG Net //

7 WAN
AppNav Distribution
PortChannel 1 PortChannel 1 Intercept Net
(gig1/0, gig1/1) (gigd/0, gig1/1)
Default
AppNav Route
Controller % %
Group Host
Route
S DMVPN Internet Edge
%y Hub Router
PortChannel 2 PortChannel 2
(gig1/2, gig1/3) (gig1/2, gig1/3)
DMVPN
Tunnel

WCCP Inbound Redirect:
e \WCCP 61 (from LAN)
=== WCCP 62 (from WAN)

Internet

WCCP Outbound Redirect:
= WCCP 62 (from WAN)

AppNav Load Sharing
Generic GRE Tunnel

DMVPN Tunnel

You use the same setup utility that you used in the initial configuration of the Cisco WAAS Central Manager to
set up ANCs. These devices require only basic setup through their console port in order to assign initial settings.
After you complete this setup, you can perform all management of the WAAS network through the WAAS
Central Manager console. Initial configuration of the ANC requires terminal access to the console port for basic
configuration options and IP address assignment.

The setup utility configuration steps for the ANCs are similar to the setup of the Cisco WAAS Central Manager,
but the steps begin to differ after you choose Cisco AppNav Controller as the device mode. After you choose
this mode, the setup script changes in order to allow you to complete the configuration as an ANC.
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For all Cisco WAVE devices, the factory default username is admin and the factory default password is default.

Step 1: From the command line, enter setup. The initial setup utility starts.

Parameter Default Value
1. Device Mode Application Accelerator
2. Interception Method WCCP
3. Time Zone UuTC 0 0
4. Management Interface GigabitEthernet 0/0
5 Autosense Enabled
6. DHCP Enabled
ESC Quit ? Help ———  — WAAS Default Configuration

Press ‘y’ to select above defaults, '‘n’ to configure all, <1-6> to change

specific default [y]: n

Step 2: Configure the appliance as a Cisco AppNav controller.

1. Application Accelerator

2. AppNav Controller

3. Central Manager

Select device mode [1]: 2

Device Mode AppNav Controller selected in SETUP; New configuration takes effect
after a reload. If applicable, AppNav Controller I/0 Module is recognized after
the reboot. Re-run Setup CLI to perform AppNav Controller related configuration
post reboot. Initiate system reload? <y/n> [n] y

Are you sure? <y/n> [n]:y

Step 3: After the system reloads, log in to the device again and then, from the command line, enter setup. The
Cisco AppNav Controller setup utility starts.

Parameter Default Value
1. Device Mode AppNav Controller
2. Interception Method Inline
3. Time Zone UuTC 0 0
4. Management Interface GigabitEthernet 0/0
5 Autosense Enabled
6. DHCP Enabled
ESC Quit ? Help ———  — WAAS Default Configuration

Press ‘y’ to select above defaults, '‘n’ to configure all, <1-6> to change

specific default [y]: n

Step 4: Configure the appliance as a Cisco AppNav Controller.
1. Application Accelerator
2. AppNav Controller
3. Central Manager

Select device mode [3]: 2
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Step 5: Configure the interception method.

1. Inline

2. WCCP

2. Other

Select Interception Method [1]: 2

Step 6: Configure the time zone.

Enter Time Zone <Time Zone Hours (-23 to 23) Minutes (0-59)>
PST8PDT -8 0

Step 7: Configure the management interface, IP address, and default gateway.

No. Interface Name IP Address Network Mask

1. GigabitEthernet 0/0 dhcp

2. GigabitEthernet 0/1 unassigned
3. GigabitEthernet 1/0 unassigned
4. GigabitEthernet 1/1 unassigned
5. GigabitEthernet 1/2 unassigned
6. GigabitEthernet 1/3 unassigned
7. GigabitEthernet 1/4 unassigned
8. GigabitEthernet 1/5 unassigned
9. GigabitEthernet 1/6 unassigned
10. GigabitEthernet 1/7 unassigned
11. GigabitEthernet 1/8 unassigned
12. GigabitEthernet 1/9 unassigned
13.GigabitEthernet 1/10 unassigned
14.GigabitEthernet 1/11 unassigned

Press <any key> to close

Select Management Interface [14]: 3
Enable Autosense for Management Interface? (y/n)[y]l: y

Enter Management Interface IP Address

[UTC 0 O7:

<a.b.c.d or a.b.c.d/X(optional mask bits)> [Not configured]: 10.4.32.163/26
Enter Default Gateway IP Address [Not configured]: 10.4.32.129
Enter Central Manager IP Address (WARNING: An invalid entry will cause SETUP to

take a long time when applying WAAS configuration) [None]:

Step 8: Configure the DNS, host, and NTP settings.

10.4.48.100

Enter Domain Name Server IP Address [Not configured]: 10.4.48.10

Enter Domain Name (s) (Not configured): cisco.local
Enter Host Name (None): AppNav-WAVE-1
Enter NTP Server IP Address [None]: 10.4.48.17
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Step 9: Select the appropriate license.
The product supports the following licenses:
1. Transport
2. Enterprise
3. Enterprise & Video

Enter the license(s) you purchased [2]: 2

Step 10: Verify the configuration settings.

Parameter Configured Value
1. Device Mode AppNav Controller
2. Interception Method WCCP
3. Time Zone PST8PDT -8 O
4. Management Interface GigabitEthernet 1/0
5. Autosense Enabled
6. DHCP Disabled
7. IP Address 10.4.32.163
8. IP Network Mask 255.255.255.192
9. IP Default Gateway 10.4.32.129
10. CM IP Address 10.4.48.100
11. DNS IP Address 10.4.48.10
12. Domain Name (s) cisco.local
13. Host Name AppNav-WAVE-1
14. NTP Server Address 10.4.48.17
15. License Enterprise
ESC Quit ? Help ! CLI ——  — WAAS Final Configuration

Press ‘y’ to select configuration, <F2> to see all configuration, ‘d’ to toggle
defaults display, <1-16> to change specific parameter [y]: y

Service Context configuration, including interception settings, must be performed
using central manager .......

Please press ENTER to continue

Applying WAAS configuration on WAE

May take a few seconds to complete

WAAS configuration applied successfully!!

Saved configuration to memory.

Press ENTER to continue

Step 11: If you are connecting the Cisco WAAS appliance to a distribution switch or switch stack, configure the
port-channel connection and register it to the Cisco WAAS Central Manager.

interface GigabitEthernet 1/0

no ip address 10.4.32.163 255.255.255.192

exit

!

primary-interface PortChannel 1

!

interface PortChannel 1

ip address 10.4.32.163 255.255.255.192

exit
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interface GigabitEthernet 1/0
channel-group 1

exit

interface GigabitEthernet 1/1
channel-group 1

no shutdown

exit

Step 12: Configure the port-channel connection for the AppNav intercept network.
interface PortChannel 2
ip address 10.4.32.71 255.255.255.192
exit
!
interface GigabitEthernet 1/2
channel-group 2
no shutdown
exit
interface GigabitEthernet 1/3
channel-group 2
no shutdown

exit

Step 13: Configure static routes for the WAN-aggregation routers.

ip route 10.4.32.2 255.255.255.255 10.4.32.65
ip route 10.4.32.6 255.255.255.255 10.4.32.65
ip route 10.4.32.18 255.255.255.255 10.4.32.65

Next, you configure device management protocols.

Step 14: Generate the RSA key and enable the sshd service. This enables SSH.
ssh-key-generate key-length 2048
sshd enable

no telnet enable

Step 15: Enable Simple Network Management Protocol (SNMP). This allows the network infrastructure devices
to be managed by a Network Management System (NMS). Configure SNMPv2c for both a read-only and a read-
write community string.

snmp-server community cisco

snmp-server community ciscol23 RW

Step 16: If you want to limit access to the appliance, configure management ACLs.

In networks where network operational support is centralized, you can increase network security by using an
access list to limit the networks that can access your device. In this example, only devices on the 10.4.48.0/24
network are able to access the device via SSH or SNMP.
ip access-list extended 155
permit tcp 10.4.48.0 0.0.0.255 any eq ssh
deny tcp any any eq ssh
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permit ip any any

exit

interface PortChannel 1

ip access-group 155 in
exit

!

interface PortChannel 2

ip access-group 155 in
exit

|

ip access-list standard 55
permit 10.4.48.0 0.0.0.255
exit

snmp-server access-list 55

Step 17: If you have a centralized TACACS+ server, enable AAA authentication for access control. This
configures secure user authentication as the primary method for user authentication (login) and user
authorization (configuration). AAA controls all management access to the Cisco WAAS and Cisco WAVE devices
(SSH and HTTPS).

:n Tech Tip

A factory default local admin user was created on the Cisco WAAS and Cisco WAVE
appliances during setup. This user account provides the ability to manage the device in
case the centralized TACACS+ server is unavailable or if you do not have a TACACS+
server in your organization.

tacacs key SecretKey

tacacs password ascii

tacacs host 10.4.48.15 primary

!

authentication login local enable secondary
authentication login tacacs enable primary
authentication configuration local enable secondary
authentication configuration tacacs enable primary

authentication fail-over server-unreachable

Step 18: After you make configuration changes, in the EXEC mode, save the configuration.

copy running-config startup-config

Step 19: If your Cisco AppNav cluster includes more than one Cisco AppNav controller WAVE, repeat Step 1
through Step 19 for the resilient appliance.
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Configure the AppNav cluster

This procedure is used to create the cluster and assign Cisco WAAS nodes.

Tech Tip

This procedure assumes that one or more Cisco WAAS nodes have already been
configured and are registered to the WAAS Central Manager. Any existing WCCP
configuration on the WAAS nodes is overwritten by this procedure.

Step 1: Log in to the Cisco WAAS Central Manager through the web interface (for example, https://waas-wcm-1.
cisco.local:8443).

Step 2: Navigate to AppNav Clusters > All AppNav Clusters.

Step 3: Start the configuration by starting the AppNav Cluster Wizard.

Cluster Wizard - Deployment model x

Chonse one of the four platform types.

Apphlay platform: * | WAVE Appliance E2 Cluster Creation Progress

Chaonse one of the four pre-defined deployment models or Custom madel.
« Deployment model

3¢ Cluster settings
3¢ Device Selection

Deployment rodel: * ‘Smgle AppMay Controler WCCP interception |z|

Netwaork topology diagram for selected deployment model

Appav

— 7
¢
@11 |WAN
E R
Current Step Summary
| LAN

Controller @ Complete
AppMay platform: WAYE Appliance
Cluster interface Deployment model: Single AppNay
= Data path Controller WCCP interception
Back Mext Firish | | Cancel |

Step 4: Set the AppNav platform to WAVE Appliance, the Deployment model to Custom, and the Interception
method to WCCP, and then click Next.

Cluster Wizard - Deployment model x

Choose one of the four platform types.

AppMay platform: * WAVE Appliance [~] Cluster Creation Progress

Choose one of the four pre-defined deployment models or Custom madel.
« Deployment madel

EI 3¢ Cluster settings
3¢ Device Selection

Deployment model: * |Cusmm

Interception method: * [ WCCP [~]

Current Step Summary

@ complete

AppNav platform: WAVE Appliance
Deployment model: Custom
Interception method: WCCP

Back | (AR Frish | [ cancel
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Step 5: Assign the Cluster Name to AppNav-IOM, add a description, and then click Next.

Cluster Wizard - Cluster settings x

Configure AppMav Cluster settings.

Cluster Name: * | Apphav-I0M Cluster Creation Progress
Description: Apphay 10 Madule Cluster
. Pl ! « Deployment model
By default newly created cluster wil be operational immediately,disabling distriaution wil put cluster in monitoring mode (nterceptad + Cluster settings
traffic is not optimized but is passed through) 3¢ Dewice Selection

[ pisable distribution

Current Step Summary
@ complete

Name: AppNav-I0M
Active: Yes

| Back \ Firish || Canesl |

Step 6: Select the Cisco AppNav controllers to assign to the AppNav cluster under configuration. If you would
like to use the AppNav controllers in a dual role of AppNav Controller and Application Accelerator, then also
select Enable WAN optimization on selected AppNav Controller(s).

If necessary, add additional dedicated Application accelerator Cisco WAAS nodes by selecting the WAAS nodes
(Example: WAE-7341-1), and then clicking Next.

Cluster Wizard - Device Selection x

Select AppNav Controller(s) and WAAS Node(s) that will ba part of the AppNav Cluster.

Select up to & AppNav Controllers Show | 3 Cluster Creation Progress
Name Device Model | IP Address Location 5% Apphav-IOM
AppNav-WAVE-1 QE7571 10.4.32.163 Primary Site « Deployment model
AppNav-WAVE-2 OE7541 10.4.32.164 Primary Site « Cluster settings

« Device Selection

[ Enable WAN optimization on selected AppNav Controler(s)

Select up to 32 WAAS Nodes that are in this location or datacenter show [A +]|§
Ccurrent Step S
[ Name Device Model IP Address Location urren SnSuT
I Ross1-wWAE-aRE SV AE 1U.9.£04.0 IEVET . @ compkte
[ RS232-WAVE294-1 OE204 Unconfigured RS232 AppNav Controller(s): E
[0 RS232-WAVE294-2 OE294 10.5.215.9 RS232 AppNav-WAVE-1
WAE-7341-1 OE7341 10.4.32.161 Primary Site Applav-WAVE2
e " WAAS Node(s): E
WAE-7341-2 07341 10.4.32.162 Primary Stta | WAE73414
VWAAS-1 OE-VWAAS 10.4.32.165 Primary Stta |g WAE-7341-2
VWAAS-2 OE-VWAAS 10.4.32.166 Primary Ste I~ VWAAS-1
VWAAS-2 A

i There are devices insligible to be part of the cluster. \ Show ineligible devices \

| Back \m Finish [Can(e\ |

Step 7: Select Enable WCCP Service, clear Enable Single Service Mode, verify that Service ID1: is set to 61,
set the Redirect Method to WCCP GRE, and then enter the IP addresses for the WCCP Routers (Example from
Table 14: 10.4.32.2 10.4.32.6 10.4.32.18).
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Step 8: Expand Advanced WCCP settings by clicking it, set the Password and the Confirm Password (Example
from Table 14: c1sco123), and then click Next.

Cluster Wizard - WCCP settings

‘Configura WCCP sattings for AppNav Controller AppNav-WAVE-1.

Enzble WCCP Service
[ Enable Single Service Mode

Service IDL: (1:99)
Service ID2: 62

Redirect Method:

WCCP GRE [-]
[ use default gateway as WCCP router

10.4.32.2 10.4.32.6 10.4.32.18 | (Router List Index =1 )

WCCP Routers: *

¥ Adva

WCCP settings

Optianzlly you can spacify WCCP password and other ssttings

f—-
Confim Pacsword:

Configure WCCP Assignment Settings for Load Balancing
Source IP Mask: {Hex String)
Destination IP Mask: l:l (Hex String)
Failure Detection Timeout: ﬂ
Weiaht: fn ltnaoom

m

Cluster Creation Progress
=%s AppNav-IOM
«# Deployment model w
« Clster settings
« Device Selection L
« WCCP settings for AppNav-WAVE-L
« WCCP s2ttings for AppNav-WAVE-2.
« Custer Interface for AppNav-WA .
« Custer Interface for AppNav-WA ..
« Custer Interface for WAE-7341-1 -

Current Step Summary
| AppNav-WAVE-1
@ complete

i ek | (EEE Foeh ([ Concel |

Step 9: If necessary, repeat Step 7 and Step 8 for additional AppNav controllers.

Step 10: Set the Cluster Interface (Example: PortChannel 1), and then click Next.

Cluster Wizard - Cluster Interface

x

Select Clustar Intarfaca on AppNav-WAVE-1 AppNav Controller that will be usad for intra-cluster traffic. You €an increase port capacity by using Port Channeal(s) and/or add interface

failover by using Standby Group(s).
i Right click on an interface to get started.
o add edir X Dekte ~

o 2 2 & 8 10
1 3 B 7 ) 1

| ‘ n '

PortChannel 1 [[JPortChannel 2

Select the Cluster Interface that will be used for intra-cluster traffic.

Cluster Interface: * | PortChannal 1 [=]

Cluster Creation Progress
=ta AppNav-IOM
« Deployment model 7
« Cluster settings
« Device Selection s
 WOCP settings for AppNav-WAVE-1|
& WOCP settings for AppNav-WAVE-2
« Cluster Interface for AppNav-WA...
« Custer Interface for AppNav-WA.
o Custer Interface for WAE-7341-1 .
Current Step Summary
)] AppNav-WAVE-1
@ Complete

Cluster Interface: PortChannel 1
1P Address: 10.4.32.163

@w Finish @|

Step 11: Repeat Step 9 for all remaining cluster members (Cisco AppNav controllers and Cisco WAAS nodes),
and then click Finish.

Next, configure authentication within the cluster.

Deployment Details December 2013

46



Step 12: Navigate to AppNav Clusters > AppNav-IOM, enter a value for the Authentication key: and Confirm
authentication key: (Example c1sco123), and then click Submit.

-+ C|uster Settings & appMay Controliers Erfavans Modes 9;..'JWMS Mode Groups
Mame: * | Appay-I0K
Diescription: | Appay IO Module Cluster

Confirrn authentication key: | esssnsesl

|
|
Buthentication key: [seeseeee |
|
|

Shutdown Wait Time: * | 120 (0-86400) seconds

| Subrmnit | | Reset |

Configure WCCPv2 on routers

This guide assumes that the router has already been configured. Only the procedures required to support the
integration of Cisco WAAS into the deployment are included. For details on how to configure a WAN router, see
the MPLS WAN Technology Design Guide or VPN WAN Technology Design Guide.

In this design, WCCP diverts network traffic destined for the WAN to the Cisco AppNav controller group for
optimization. This method provides for a clean deployment with minimal additional cabling, and it requires both
the WAN-aggregation routers to be configured for WCCP.

Step 1: Configure global WCCP parameters, enable services 61 and 62, and then configure a group list and
password. Permit only the Cisco AppNav Controllers in the group list in order to prevent the use of unauthorized
controllers.

You must enable services 61 and 62 for WCCP redirect for Cisco WAAS. These services should be using WCCP
Version 2. As a best practice, exempt certain critical traffic types and other protocols which can not be optimized
from WCCP redirect by using a redirect list. A detailed listing is included in Table 11 and Table 12.

ip wccp source-interface Loopback0

ip wcecp 61 redirect-list WAAS-REDIRECT-LIST group-list APPNAV password clscol23

ip wccp 62 redirect-list WAAS-REDIRECT-LIST group-list APPNAV password clscol23

!

ip access-list standard APPNAV

permit 10.4.32.71

permit 10.4.32.72

!

ip access-list extended WAAS-REDIRECT-LIST

remark WAAS WCCP Redirect List

deny tcp any any eq 22

deny tcp any eq 22 any

deny tcp any any eq telnet

deny tcp any eq telnet any

deny tcp any any eq tacacs

deny tcp any eq tacacs any

deny tcp any any eq bgp

deny tcp any eq bgp any
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deny tcp any any eq 123
deny tcp any eq 123 any
deny tcp any any eq 161
deny tcp any eq 161 any
deny tcp any any eq 162
deny tcp any eq 162 any
deny tcp any any eq 2000
deny tcp any eq 2000 any
deny tcp any any eq 2443
deny tcp any eq 2443 any
deny tcp any any eq 5060
deny tcp any eq 5060 any
deny tcp any any eq 5061
deny tcp any eq 5061 any
deny tcp any any eq 1718
deny tcp any eq 1718 any
deny tcp any any eq 1720
deny tcp any eq 1720 any
deny tcp any any eq 2428
deny tcp any eq 2428 any
deny tcp any any eq 443
deny tcp any eq 443 any
deny tcp any any eq 8443
deny tcp any eq 8443 any
deny tcp any any eq 6970
deny tcp any eq 6970 any
deny tcp any any eq 689
deny tcp any eq 689 any

permit tcp any any

Step 2: Configure the generic GRE tunnel for return traffic from the Cisco AppNav controller group. You must
use the LAN facing interface as the tunnel source.

:ﬂ Tech Tip

The IP address assigned to the tunnel interface is arbitrary. Cisco recommends that
you use addresses assigned from the 192.0.2.0/24 network. Choose a tunnel number
that is not already in use on your router.

interface Tunnelb

description GRE tunnel for AppNav OffPath devices
ip address 192.0.2.1 255.255.255.0

no ip redirects

ip wcecp redirect exclude in

tunnel source Port-Channell

tunnel mode gre multipoint

end
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Step 3: Configure WCCP redirection for traffic from the LAN. Be sure to identify specific interfaces where traffic
to and from the WAN are intercepted.

Traffic from the LAN is intercepted with service 61 inbound on LAN interfaces.

If the LAN interface is a Layer 3 interface, define WCCP redirection on the interface directly.
interface Port-Channel 1

ip wecep 61 redirect in

Next, you will configure WCCP redirection for traffic from the WAN.

Step 4: If you are configuring any Cisco WAN router, except a DMVPN hub router, intercept traffic from the WAN
by using service 62 inbound on all WAN interfaces, including DMVPN tunnel interfaces (but not their underlying
physical interfaces).

Example: MPLS WAN Interface
interface GigabitEthernet 0/3

ip wccp 62 redirect in

Example: DMVPN WAN Interface
interface Tunnel 10

ip wccp 62 redirect in

Step 5: If you want to configure DMVPN hub routers, configure WCCP 62 outbound on the LAN interface. This
supports dynamic creation of spoke-to-spoke tunnels. Traffic from the WAN is intercepted with service 62
outbound on the LAN interfaces.

interface PortChannel 1

ip wccp 62 redirect out

Step 6: After you make configuration changes, save the configuration.

copy running-config startup-config

Step 7: If you have multiple WAN routers at the site or multiple WAN interfaces on a single router, repeat the
steps in this procedure for each WAN-facing interface.

Step 8: Log in to the Cisco WAAS Central Manager through the web interface (for example, https://waas-wcm-1.
cisco.local:8443).
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Step 9: Navigate to AppNav Clusters > AppNav-IOM and verify that the AppNav cluster is operational.

Home Device Groups Devices
pplication Services L ————"
AppNav-IoM | ¥ | Configure | ¥

AppNav Clusters = AppNav-I0M = AppMav Cluster Home
Q e A X
AppNav Gluster is operational

!
I
1

@R >

10.4.32.6 AppNav-WAVE-2 I wwassz

_— e o Em Em Em Em oEm o o o o

Configuring AppNav-XE on a WAN-Aggregation Router

1. Create a WAAS Central Manager user
2. Register the router to the WAAS Central Manager
3. Configure the AppNav-XE Cluster

Create a WAAS Central Manager user

There are two options when you are creating the Cisco WAAS Central Manager account. If you want to create
the account locally on each Cisco AppNav controller router, complete Option 1. If you want to create it once on
the central AAA server, complete Option 2.

As networks scale in the number of devices to maintain, there is an operational burden to maintain local user
accounts on every device. A centralized authentication, authorization and accounting (AAA) service reduces

operational tasks per device and provides an audit log of user access for security compliance and root cause
analysis.

Be aware that if AAA is used for router administration, centralized AAA must also be used for the Cisco WAAS
Central Manager user.
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Option 1: Create a local user account

Step 1: Create a local user on the remote-site router.

username waascm privilege 15 password clscol23

Option 2: Create a centralized AAA account

The Cisco Secure ACS internal identity store can contain all the network administrator accounts or just accounts
that require a policy exception if an external identity store (such as Microsoft Active Directory) is available. A
common example of an account that would require an exception is one associated with a network management
system that allows the account to perform automated configuration and monitoring.

Step 1: Navigate and log in to the Cisco Secure ACS Administration page. (Example: https://acs.cisco.local)
Step 2: Navigate to Users and Identity Stores > Internal Identity Stores > Users.
Step 3: Click Create.

Step 4: Enter a name, description, and password for the user account. (Example: user name waascm and
password ¢1sco123)

res » Internal dentty Stores » Users » Create “
‘General

# Name: waascm Status: Enabled ~ ©

Description:  WAAS Central Manager user

# |dentity Group: All Groups Select
Password Information Enable Password Information
Password must: Password must:
« Contain 4 - 32 characters = Contain 4 - 32 characters
# Password Type: Internal Users Select Enable Password:
# Password: ssssssss Confirm Password: I
# Confirm Password: CLTTTETT

Change password on nextlogin

User Information
There are no additional identity attributes defined for user records

# = Required fields

[svemit | [ Gancel

Step 5: To the right of Identity Group, click Select.
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Step 6: Select Network Admins, and then click OK.

Fitter: | | matchir: | =l o+

Name +  Description
 w Al Groups Identity Group Root
« Helpdesk Users who are allowed to login to a device but not make changes
o

create | Duplicate | [ File operations | Export |

Step 7: Click Submit.

Register the router to the WAAS Central Manager

Step 1: Verify SSH and HTTPS servers are enabled on the router. If not already configured, configure these
services now.

:@ Reader Tip

Secure HTTP (HTTPS) and Secure Shell (SSH) are secure replacements for the HTTP
and Telnet protocols. They use Secure Sockets Layer (SSL) and Transport Layer
Security (TLS) to provide device authentication and data encryption.

Secure management of the network device is enabled through the use of the SSH
and HTTPS protocols. Both protocols are encrypted for privacy and the nonsecure
protocols, Telnet and HTTP, are turned off.

Specify the transport preferred none on vty lines to prevent errant connection attempts from the CLI prompt.
Without this command, if the ip name-server is unreachable, long timeout delays may occur for mistyped
commands.

ip domain-name cisco.local

no ip http server

ip http secure-server

line vty 0 15

transport input ssh

transport preferred none
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Step 2: If you are using AAA authentication, configure the HTTP server to use AAA.

ip http authentication aaa

Step 3: Log in to the Cisco WAAS Central Manager through the web interface (for example, https://waas-wcm-1.
cisco.local:8443).

Step 4: Navigate to Admin>Registration>Cisco IOS Routers.

admin Le
Home Device Groups  Devices  Apahlay Clusters  Locations !
pplication Services
Dashboad  Corfigure | v Moriter | v Admin| v
Home = Adrin = Registration = Cisco 108 Routers

(Cisco I0S Router Registration

Router 1P address entry method: () Manual O Import CSY fle

1P addhess(es): i Cornma separated list up to SO ertriss

Username:

Password:

I

Enable Password:
HTTP Authentication Type:
Central Manager IP Address: * 10.4.48.100 i Update the Central Manager IP Address if NATed environment is used,

i 85H v1 or 55H v2 must be enabled on routers,

i These credentials are used once to register all the listed routers, which should have the same credentials
i These credentials are not used for communication between the Central Manager and the routers after registration finishes.

[eoa | et | [ Reset |

Registration Status

Totsl0
1P Adrress Hastname Router type Status

Mo data available
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Step 5: Enter the management information of the WAN-aggregation routers running Cisco AppNav-XE, and then
click Register. You may enter the IP addresses of multiple routers (separated by a comma) if they share the same
authentication credentials.

Router IP address entry method—Manual
IP Address(es)—10.4.32.245
Username—waascm
Password—c1sco123

Enable Password—c1sco123

HTTP Authentication Type—AAA

Central Manager IP Address—10.4.48.100

Home  Device Groups Devices  Apphay Chusters  Locations L
a application Services
1 Dashboard  Configure | v Moritor | v acimin | v

Home = Adrin = Cisco 10S Routers
(Cisco 105 Router Registration

Router IP address entry method: ) Manual O Impart CSV file

10.4.32.245
P Addressies): ) Canma separated Ist up to 50 entries
Enable Password:
HTTP Authentication Type: AAA [~]
Central Manager IP cidress: * i Undate the Central Manager 1P Address if MATed enviranment i used,

i 55H vl or 55H v2 must be enabled on routers,
i These credentials are Lsed once to register all the listed routers, which should have the same credentials,
i These credentials are nat used for communication between the Central Manager and the routers after registration finishes.

Register Retry | | Resst

Registration Stats

IP Address Hostriame Router type Status
No data avalable

Step 6: Verify successful registration.

Fegistration Status
IP Address Hostharme
10.4.32.245 METRO-ASR1001-1

Router type Status
Apphav-XE Controller ¥ Successfully processed the registration request

Step 7: If necessary, repeat Step 5 and Step 6 for additional routers.

Procedure 3 Configure the AppNav-XE Cluster

This procedure is used to create the cluster and assign Cisco WAAS nodes.

Tech Tip

This procedure assumes that one or more Cisco WAAS nodes have already been
configured and are registered to the WAAS Central Manager. Any existing WCCP
configuration on the WAAS nodes is overwritten by this procedure.
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Step 1: Log in to the Cisco WAAS Central Manager through the web interface (for example, https://waas-wcm-1.
cisco.local:8443).

Step 2: Navigate to AppNav Clusters > All AppNav Clusters.

Step 3: Start the configuration by clicking on the AppNav Cluster Wizard.

Cluster Wizard - Deployment model x
Chonse one of the four platform types,
Apphlay platform: * | WAVE Appliance E2 Cluster Creation Progress
Choose one of the four pre-defined deployment models or Custom model,
+ Deployment modeal
Deplayment modek: * [Sngle Apphay Contraler ¥WCCP interception [+ ] 2 Cluster settings
3¢ Device Selection
MNetwork topology diagram for selected deployrment model
=
&2 ] | WAN
E =
el Loy
AppNav L Current Step Summary
Controller Q Complate
— Apphav platform: WAYE Appliance
L Gluster intarface Deployment model: Single AppNav
- '}‘»"‘ ——— Data path Controller WCCP interception
WAAS
Nodes
Back Mext Firish | | Cancel |

Step 4: Set the Cisco AppNav platform to ASR 1000 Series, and then click Next.

Tech Tip
Cisco AppNav-XE clusters may include routers only within the same product family.
You may not mix Cisco ASR 1000 Series routers with Cisco ISR 4451-X routers within
the same cluster.
Cluster Wizard - Deployment model X
Choose one of the four platform types.
Apphay platform: * Cluster Creation Progress
Typical network topology diagram for selected Apphav-XE platform: ; aiii\:r:‘::éﬂg?de‘
3¢ Device Selection
AppNav
Controller Controller
B
/.}.’—. Current Step Summary
RS @ Complete
Nodes AppMav platform: ASR 1000 Series
Cluster interface
Standby Gluster interface
e Data path
eack | ()| Fish || Cancel |

Step 5: Assign the Cluster Name to AppNav-XE, and then add a description.
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Step 6: Select the default setting of waas/1 for the WAAS Cluster ID, and then click Next.

Cluster Wizard - Cluster settings x

Configure AppMav Cluster settings

Cluster Mame: * | Apphav-XE Cluster Creation Progress
Description: AppMay on [05-XE Cllster  Deployment moel
wass Custer 1 *[wat 3] e

3 Device Selection

Current Step Summary
@ Cormplete

Mame: AppNay-XE
WAAS Cluster Id: waas/1
Active: Yes

| Back |- Finish || Cancel |

Step 7: Select Cisco AppNav-XE controllers (maximum of 4) to assign to the AppNav cluster under configuration.

Step 8: Add application accelerator Cisco WAAS nodes by selecting the WAAS nodes (Example: WAE-7341-2).
After selecting all devices, click Next.

Cluster Wizard - Device Selection x

Select Apphav Controller(s) and WaAAS Node(s) that wil be part of the Apphay Cluster,

Select up to 4 Apphay-XEs show [ <]l Cluster Creation Progress

o Aphlay-KE

Marne: Device Mode! 1P Address Location
METRO-ASR1001-1 ASRI001 10.4.32,245 Primary Site « Deployrent model
WRN-ASR1001-2 ASR1001 10.4.32.244 Primary Site + Cluster settings

+ Device Selection

Select up to 32 WAAS Nodes that are in this location or datacenter Show ‘ B

] Wame Device Model 1P Address Location

L Hogle-WWaveasd (== FUR-NEN) RoZle g Current Step Summary
O rs213-waves74 OES74 10.5.180.8 RE213 & Comnlete

O Rs231-WaESRE SM-WAE 10.5.204.8 REZ31 Appoay Controller(s):

O rs2zz-wavEza-1 OE294 1052158 Rez3z METRO-ASR1001-1
O rs2zzwaveza2 0E294 105.215.9 RS232 VPN-ASR1001-2

O rs240vwess OE-WWALS 10.5.244.8 RS240 ‘;| WAAS Node(s):
WAE-7341-2 OE7341 10,432,162 Primary Sita = WAE-7341-2

i Thare are devices ingligible to be part of the cluster, | Show ineligible devices |

[ Back | Fron [ Concel |
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Step 9: Clear VRF default, select VRF global, and then click Next.

Cluster Wizard - VRF Selection x

Select VRF(s) that will be associated with the current contesxt - waas/1

Common YRF(s) from al Apphav-XE Controllers Shorwr \ % Cluster Creation Progress
1| wvrF % ApoNav-XE

O wrF default

+# Deployment model
VRF global

& Cluster settings

« Device Selection

< WRF Selection

< Interception/Cluster Interface for M
 Interception/Cluster Interface for VP,
« Cluster Interface for WAE-7341-2

Current Step Summar
It Ve i CO P
& cComplete
VRF Reasons
1 Mgrat-intf it i i i irterf: VRFG):
igrnt-in ssigned to managment interface. VYRF global
2 INET-PUBLIC Mot present on all Apphay-XE Contrallers, Avalable on: [WPN-ASR1001-2] Unavaiable o.

Back | Firiish Cancel |

Step 10: Select all WAN-facing interfaces for interception, select the LAN-facing interface as the Cluster
Interface for intra-cluster traffic, and then click Next. Example settings are shown in the following table.

Tech Tip

An AppNav-XE cluster may contain a maximum of four AppNav controllers.

Table 15 - Example Settings for Interception and Cluster Interfaces

Interception
Router WAN transport interface(s) Cluster Interface
CE-ASR1002X-1 MPLS-A Gig0/0/3 Port-Channel
CE-ASR1001-2 MPLS-B Gig0/0/3 Port-Channel2
VPN-ASR1002X-1 DMVPN-1 Tunnel10 Port-Channel3
VPN-ASR1001-2 DMVPN-2 Tunnel10 Port-Channel4
METRO-ASR1001-1 Layer 2 WAN Gig0/0/3.38 Port-Channelb

Gig0/0/3.39
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Cluster Wizard - Interception/Cluster Interface X

Configure interception interface ta intercept optimization traffic and cluster interface on METRO-ASR 1001-1 AppMav-XE that wil be used for intra-cluster traffic,

Select WaN interface(s) on which data path interception to be enabled. Selectad 2 | Totala Cluster Creation Progress
s[4 ||B e
[ Interface Mame Address Status Service Insertion « Deployment modeal
GiD/0f3.28 10.438.1 up Enabled « Cluster settings
Gi0/0/2.39 10.4.39.1 up Enablerd v Devcs Saiection
[m] backn 10.4.32.245 wp Disabled ¥ VRF Sakction
Loopbad . Isabie « Interception/Cluster Interface for M.
O port-charnels 10.4.32.34 up Disabled

« Cluster Interface for WAE-7341-2

Select the Cluster Interface that will be used for inftra-cluster traffic. Current Step Summary

Cluster Interface:  [Portchannels <] 5 METRO-ASR1001-1 B
i There are interface(s) ineligible to be selected as interception/cluster interface | Show ineligible interfaces J @ Carmplate
waN Interface(s):
Gio/0/3.38 £
Gi0/0/3.39

Cluster Interface:
Port-channelS

»

Step 11: If necessary, repeat Step 10 for any additional Cisco AppNav-XE controller routers.

Step 12: Select the Cluster Interface for the Cisco WAAS node to use for intra-cluster traffic (Example:

PortChannel 1). If this is the last WAAS node, click Finish, otherwise click Next.

« Interception/Cluster Interface for VP...

Finish | [_Cancel ]

Cluster Wizard - Cluster Interface x

Select Cluster Interface on WAE-7341-2 WAAS Node that wil be used for intra-cluster traffic. You can increase port capacity by using Port Channel(s) andjor add interface failover
bry using Standby Group(s).

i Right click on an interface to get started

= pdd v Edit 3 Deete ~

Cluster Creation Progress
=% Apphlay-xE

« Deployment mode!

« Cluster settings

« Device Selection

+ WRF Selection

« Interception/Cluster Interface for M.
« Interception/Cluster Interface for VP...
« Cluster Interface for WAE-7341-2

Current Step Summary
o WAE-7341-2

Orortchannel 1

@ Complete
Select the Cluster Interface that will be used for intra-cluster traffic. Cluster Interface: Portchannel 1
Cluster Interface; * | PortChannel 1 [~] 1P Address: 10.4.32.162

| Back \ Mext

[ cancel |

Step 13: Repeat Step 12 for any additional WAAS nodes if necessary.

Step 14: Navigate to AppNav Clusters > AppNav-XE, enter a value for the Authentication key and Confirm
authentication key (Example c1sco123), and then click Submit. Authentication with the cluster is configured.

X sfaanpay Contexts B )AppMay Controllars Eewans Nodes

Canfirm authentication key: | sesssnne |

S ALS Mode Groups

Authentication key:

Shutdown wWait Time: * | 120 | (0-86400) seconds

\: Subrmit | Reset |
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Step 15: Navigate to AppNav Clusters > AppNav-XE and verify that the Cisco AppNav cluster is operational.

The default Cisco AppNav policy includes video acceleration and the Cisco WAAS Central Manager indicates
that the AppNav cluster is degraded if any of the WAAS nodes do not have a video license.

Home Device Groups  Devices  AppMav Clusters  Locations

lication Services §
AppNay-XE |v  Configure | v Monitor | »

AppMav Clusters = AppHav-XE = AppNav Cluster Home
&G pint | B, S
[ Appiav Cluster is degraded

WNG-Defauit-1.
Do)
|
)

-_;:}-l |

\WAE-?SM 20

VPN-ASR1001-2

Next, if the Cisco WAAS nodes do not have a video license, disable video acceleration for the Cisco AppNav-XE
cluster by following Step 16 through Step 19.

Step 16: If the cluster is not already selected, navigate to AppNav Cluster > AppNav-XE, select the cluster, and
then navigate to Configure>AppNav Policies.

Home Device Groups Devices  AppMav Clsters | Locations =g
AppNav-XE| ¥ Configure| Monitor | v

pplication Services

AppNay Clusters = AppMav-XE = Configure = Apphaw Cluster = AppNav Palicies
& print @ Refresh gh Restore Default
i apphav Policy across al Apphav-#E devices in a context wil be same
Apphay Policies Salucted 1 | Total 1
o AddPoicy  fEdit  3€Delete  Unassign Policy Shaw \ 8
Mame Description Apphay Cantexts Apphay Cantrolers
1 @ apPNAV-1-PMAR waasfL WPN-ASR1001-2, METRO-ASR1001-1
Appivay Policy Rules for Policy "&PPMNAY-1-PMAP Salacted 1 | Tolal 10
o AddPolicyRue 0= Insert  fEdt  MDelete EfiMoveto v oo b [Esave Moved Rous Show \ 3
[ Pastion  Class-Map Source IP Destination P Destination P...  Protocol Remote Devices  Distribute To Manitor
O 1 MAPI i WG-Defalt-1 MAF] Accelsrstor
[m] 2 HTTPS any any 443 WNG-Default-1 551 Accelerator
any any W
any any 3128
[m] 2 HTTP any any 2000 WG Default-1 HTTP Accelerator
any any 8080
any any 5088
O 4 oFs ey ey 1= WHG-Defauit-1 CIFS Accelerator
any any 445
O S Citrbclch any any 1434 WNG-Default-1 1CA Accelerator
a 6 Citri-CGP any any 2598 WG-Default-1 ICA Accelerator
O 7 epmap ary ary s WG-Defallt-1 M5 PortMapper
[m] 8 NFS any any 2049 WG-Defalt-1 NFS Accelerator
9 RTSP ) ) o WHG-Defauit-1 Video Accelerator
any any 2554
] 10 ARPNAY-class-default any any WRG-Defat-1 Nore

Step 17: In the lower pane, select the policy rule with the Monitor assigned to Video Accelerator (Example:
Position 9 - RTSP), then click Edit.
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Step 18: Change the setting for Monitor to None, click OK, and then accept the warning message by clicking OK

again.

AppMav Policy Rule X
Apphay Class-Map: * |RTSP |Z| [ Edit... |[ Create Maw,.. |
AppMay Action ) )

Diztribute To: |WNG-Default-1 |z| | Create Mew... |
Manitor; * [None (=]
m' Cancel |

Step 19: Navigate to AppNav Clusters > AppNav-XE and verify that the Cisco AppNav cluster is now
operational. Expect a short delay for the new status to be reflected.

Home Device Groups  Devices  Apphav Clusters | Locations

application Services g
iy AppNay-XE | v | Configure |*  Monitor | v

AppHav Clusters = AppMav-XE = AppNav Cluster Home
&G print | Gy Oy
AppNay Cluster is operational

WNG-Defzuit-1@
— i —

YRN-ASR1001-2
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Configure the Cisco Integrated Management Controller
Configure UCS E-Series using CIMC
Configure RAID Using CIMC GUI

Preparing the Cisco UCS E-Series module for VWAAS

1. Configure remote switch for Cisco UCS E-Series

Reader Tip

the UCS E-Series.

This process must be combined with the Install VMware ESXi on the Cisco UCS
E-Series module process and the Configuring Cisco VWAAS on the UCS E-Series
module process to complete the full installation and configuration of Cisco VWAAS on

Configuration Checklist

The following table specifies the parameters and data, in addition to the universal design parameters, that you
need in order to set up and configure the Cisco vVWAAS running on the Cisco UCS E-Series module. For your
convenience, you can enter your values in the table and refer to it when configuring the UCS E-Series module.
The values you enter will differ from those in this example, which are provided for demonstration purposes only.

Table 16 - Cisco vVWAAS on the Cisco UCS E-Series module network parameters

Parameter

CVD values for
an access-layer
connection

CVD values for
a distribution-layer
connection

Site-specific values

In-band management network

10.5.180.0/24 (existing
data subnet)

10.5.168.16/29 (new
subnet for UCS E
management)

UCS E-Series interface address

unnumbered gig0/2.64

10.5.168.17/29

Cisco IMC interface address

10.5.180.10/24

10.5.168.18/29

VMware ESXi interface address

10.5.180.11/24

10.5.168.19/29

Switch interface number 0/22 1/0/7

VLAN number 64 106

Time zone PST8PDT -8 0 PST8PDT -8 0
IP address 10.5.180.8/24 10.5.175.8/24
Default gateway 10.5.180.1/24 10.5.175.1/24
WAAS Central Manager 10.4.48.100 10.4.48.100

Hostname RS213-VWAAS RS212-vWAAS
IP addresses of routers intercepting | 10.255.255.213 10.255.255.212
traffic with WCCP

WCCP password clscol23 clscol123
Management network (optional) 10.4.48.0/24 10.4.48.0/24
TACACS shared key (optional) SecretKey SecretKey
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Configure remote switch for Cisco UCS E-Series

The access switch is the appropriate location to physically connect Cisco UCS E-Series modules at single-tier
remote sites. Regardless of the switch type—single switch, switch stack, or modular—this type of connection
must use a Layer 2 access interface. At distribution layer sites, the Cisco UCS E-Series module is physically
connected to the distribution layer switch.

This guide assumes that the Cisco UCS E-Series module has been installed into the remote-site router and that
the LAN switch has already been configured. Only the procedures required to complete the connection of the
switch to the UCS E-Series module are included. For details on how to configure switches, see the Campus
Wired LAN Technology Design Guide.

Step 1: Connect the Cisco UCS E-Series module’s external Ethernet port to an Ethernet port on the remote
site’s access or distribution layer switch, and then return the switchport configuration to the default.

default interface GigabitEthernetl/0/7

Step 2: Define the switchport in the remote-site switch as an access port for the data VLAN, and then apply
port-security and QoS configuration.

interface GigabitEthernetl/0/7

description UCS E-Series external port (vWAAS)

switchport access vlan 64

switchport host

ip arp inspection trust

logging event link-status

macro apply EgressQoS

no shutdown

Procedure 2 Configure the Cisco Integrated Management Controller

:n Tech Tip

The UCS E-Series procedures in this guide assume that you are using an ISR G2 2900
series router or ISR G2 3900 series router. The ISR 4451-X router procedure, while
similar, is not included in this guide.

The Cisco UCS E-Series module has two internal interfaces on the router. These interfaces are numbered
depending on which slot the UCS E-Series module is installed. Interface ucse_/0 represents a routed PCle
interface and interface ucse_/1 represents the multi-gigabit fabric (MGF) interface. This procedure configures
the PCle interface, which is also referred to as the Console interface.
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Option 1: Layer 2 access switch

This is the recommended configuration for remote sites with an access layer only.

Perform these steps to set up the Cisco Integrated Management Controller (CIMC) interface.

Step 1: Determine the UCS-E interfaces.

RS213-2911#show ip interface brief | include ucse

ucsel/0 unassigned YES unset administratively down down
ucsel/1 unassigned YES unset up up
Tech Tip

This example shows the Cisco UCS E-Series module installed in slot 1 of the router.

Step 2: Assign an IP address to the router’s UCS E-series interface. In this configuration you use IP
unnumbered to share the IP address assigned to the internal data VLAN. This will be the gateway IP address for
the Cisco UCS E-Series CIMC and hypervisor.

interface ucsel/0
ip unnumbered interface GigabitEthernet0/2.64

Step 3: Assign an IP address and gateway to the CIMC.

interface ucsel/0
imc ip address 10.5.180.10 255.255.255.0 default-gateway 10.5.180.1

Tech Tip

If HSRP is configured, do not use the HSRP virtual IP address. Use the real IP address
assigned to the interface or subinterface.

Step 4: Configure the CIMC LAN on Motherboard (LOM) for shared access.
interface ucsel/0
imc access-port shared-lom console

no shutdown

Tech Tip

Shared console access allows this interface to be used for CIMC access and network
traffic. Dedicated mode allows only CIMC access.

Step 5: Configure a static host route for the CIMC host via the internal UCS-E interface.
ip route 10.5.180.10 255.255.255.255 ucsel/0
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Step 6: Configure an additional static host route for the VMware ESXi host that will reside on the same subnet
and share the UCS-E console for access.

ip route 10.5.180.11 255.255.255.255 ucsel/0

Step 7: If this is a dual router remote site, you may need to redistribute the static routes created in Step 5 and
Step 6 into the LAN EIGRP process (Example: EIGRP-100).

:ﬂ Tech Tip

Each of the two routers includes static routes to the UCS E-Series module. It is not
necessary to redistribute these static routes into the LAN EIGRP process.

ip route 10.5.180.10 255.255.255.255 ucsel/0

ip route 10.5.180.11 255.255.255.255 ucsel/0

This type of static route is known as a pseudo-static or pseudo-connected route
because it meets two conditions:

1) The static route points directly to an interface.
2) The destination IP address is contained within an IP range that is referenced by an
EIGRP network statement.

router eigrp 100
network 10.5.0.0 0.0.255.255

A pseudo-connected route is treated like a connected route and is automatically
advertised within the EIGRP autonomous system as an EIGRP internal route so no
redistribution is required.

Although the pseudo-connected routes will be automatically brought into the EIGRP
topology and treated similarly to a connected route, EIGRP does not reclassify

the route as a connected. Redistribution of static routes, and then applying
configuration commands (such as route maps) to the redistributed routes will affect
these routes.

As a best practice, a route-map with an access-list is used to explicitly list which static routes are redistributed.
If static route redistribution is already configured, then redistribution of the pseudo-connected routes is also
required. In this case, add a new access-list and the additional clause for the route-map.

If static route redistribution is not already configured, then you may skip this step.

ip access-list standard STATIC-ROUTE-LIST
remark UCS-E CIMC & ESXi host routes
permit 10.5.180.10

permit 10.5.180.11

!
route-map STATIC-IN permit 20

match ip address STATIC-ROUTE-LIST

!

router eigrp 100

redistribute static route-map STATIC-IN
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Next, verify the CIMC configuration.

Step 8: Open a browser window to the CIMC address (example: https://10.5.180.10 ), enter the factory default
username admin and factory default password password, and then click Log In.

Management Controller

0

Step 9: If this is the first login to this device, you will be prompted to change the password. Enter a new
password (Example: c1sco123), and then click Save Changes.

First Login

Please change your password

Mew Password: |

Caonfirmn Mew Passward: |

[Save Changes] [ResetUaMes]

This is the recommended configuration for remote sites with a distribution layer.

When connecting to the distribution layer you must assign a dedicated subnet range for Cisco UCS E-Series
management. The CIMC and ESXi interfaces are both assigned addresses in this range. The external UCS
E-series interface(s) are connected to the LAN for communication between the Cisco VWAAS and the redirecting
router.

Perform these steps to set up the CIMC interface.

Step 1: Determine the UCS-E interfaces.

RS212-2911#show ip interface brief | include ucse
ucsel/0 unassigned YES unset administratively down down

ucsel/1 unassigned YES unset up up

n Tech Tip

This example shows the Cisco UCS E-Series module installed in slot 1 of the router.



Step 2: Assign an IP address to the router’s UCS E-series interface. In this configuration you explicitly assign an
IP address on the newly assigned subnet range. This will be the gateway IP address for the Cisco UCS E-Series
CIMC and hypervisor.

interface ucsel/0
ip address 10.5.168.17 255.255.255.248

Step 3: Assign an IP address and gateway to the CIMC.

interface ucsel/0
imc ip address 10.5.168.18 255.255.255.248 default-gateway 10.5.168.17

Step 4: Configure the CIMC LOM for shared access.

interface ucsel/0
imc access-port shared-lom console

no shutdown

n Tech Tip

Shared console access allows this interface to be used for CIMC access and network
traffic. Dedicated mode allows only CIMC access.

Next, verify the CIMC configuration.

Step 5: Open a browser window to the CIMC address (example: https://10.5.168.18 ), enter the factory default
username admin and factory default password password, and then click Log In.

shialn - Cisco Integrated Management Controller

i
cisco

Step 6: If this is the first login to this device, you will be prompted to change the password. Enter a new
password (Example: c1sco123), and then click Save Changes.

First Login

Please change your password

Mew Password:

Canfirm MNew Passward:

[Save Changes] [ResetUaMes]




Configure UCS E-Series using CIMC

Step 1: Verify the server status. From the Server Summary screen you can verify the installed CPU, if the
memory and disk are correctly reported, that the correct versions of CIMC and BIOS are installed.

Step 2: Enter a description for this device (Example: RS213 UCS E-Series), and click then Save Changes.

'::ll's'ég' Cisco Integrated Management Controller

¢ L LH 0o

RS213 UCS E-Series

Next, configure Network Settings.

Step 3: Click the Admin tab, select Network, and then click the Network Settings tab. Configure a hostname
(Example: RS213-UCSE140S) and the primary DNS server if necessary (Example: 10.4.48.10), and then click
Save Changes. On the warning window, click OK.

‘L'I's'c'l;‘ Cisco Integrated Management Controller

¢ L LHE oo

[shared Lom thost) [
[oone [l
[console  [g]

RS213-UCSEL40S

10.5.180.10
255.255.255.0
10.5.180.1
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Configure RAID Using CIMC GUI

Step 1: Click on the Server tab, select Inventory, and then click the Storage tab.

RS213-UCSE1408

vlbie ¢ Vianagemar
eiseo’ Cisco Integra anagement Controller

Overall Server Status (A E- | o 0
(Good
4 Storage Cards
(" server | admin | (_crus Y Memory | Power suppiies | Storase | pot adepters |

Summar: y (m.—agg dap

Inventory

Sensors Ses

LSI MegaRAID
System Event Log

Remote Presence
BIOS Storage Card: SLOT-5

Power Policies Controllerinfo | physical Drive Inf irtual Drive Infe

Fault Summar, y

Host Image Mapping

Firmware Package Build: 20.10.1-0092

Firmware
Product Name:  LSI MegaRAID SAS 2004 ROMB Predictive Fail Poll Interval: 300 sec
Rebuild Rats: 30 MB/s

RS213-UCSE1408

Step 2: Click the Physical Drive Info tab.

il VIanagermer
e Cisco Integra anagement Controller

Overall Server Status. ¢ L LE o0
(A s00s
Storage Cards
[ server Y admin | (cPus | Memory | Pawer Supplies | Storase | pct adapters |

Summan, y Storage Adapter:

Inventory

Sensors

System Event Log

Remote Presence

BIOS Storage Card: SLOT-5

| Physical Drive Info | yirtual Drive Info |

Physical Dri

Host Image Mapping

40D, AT e |l

system

alalie o
tica Cisco Integra

¢ L LHE oo
Storage Cards

[ Server | admin | [ cpus | Memory | Power Supplies | Storace | pel adapters |

Summar: ¥ Storage Ad;

Inventory

Sensors

System Event Log

Remate Presence
BIOS Storage Card: SLOT-5

Power Palicies | Physical Drive 1nfo | virtual Drive Info_ |
Fault Summar, y ——
Host Image Mapping
- Actions -
2 system JB0D HDD, SATA 475683 MB
Change State
Rebuild

Inquiry Data_| St Boctable

[ 1l

Step 4: If necessary, for the Physical Drive State, choose UnconfiguredGood, and then click Confirm.

Change Physical Drive State  ©

Change State to: | UnconfiguredGood H

et \czncal
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Step 5: If necessary, repeat Step 3 and Step 4 for the remaining drives.

Step 6: Click the Virtual Drive Info tab. In the Actions pane, click Create.

Tech Tip

If you are configuring a Cisco UCS E-Series module with a single hard drive you can
select RAID 0 and add the single drive to the list. Using two drives is recommended
when possible.

dlaln o %
e Cisco Integra

Mlanagement Controller

(2N

Overall Server Status. ¢ L LB
T
- Storage Cards

| Memary |

Power Supplies | Storage | pcr Adapters |

Inventory
Sensors

System Event Log
Remote Presence
BIOS

Pawer Palicies
Fault Summary

Host Image Mapping

s

ge Adapter:

Storage Card: SLOT-5

| Physical Drive Info | Virtual Drive Info |

Virtual Dri

RS RS-S9 S 7S Y-S [N | retions

B create
D g edie
B oeter

Configure Virtual Drive

RAID Level: [ramp o rl
Uncanfigured Drives: Selested Drives:
1
2 add >

< Remove

Step 7: In the Configure Virtual Drive window, select RAID Level RAID 1 from the drop down menu. If your
system only has a single drive, select RAID Level RAID 0 (this will be the only available option).

RAID Level:

Unconfigure
1
2

RAID 0 Selected Drives:
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Step 8: Select the drives to be included in the RAID configuration, and then move them from the Unconfigured
Drives column to the Selected Drives column by clicking Add. After selecting all the drives, click Next.

Configure Virtual Drive

R&AID Level: IRP'ID 1 H

Unconfigured Drives: Selected Drives:
1

Add =

=< Remoave

Step 9: In the Configure Raid Parameters window, select Set Bootable, and then click Next.

Configure RAID Parameters ©

Strip Size: | G KB

fccess Policy: |Read-Write

Drive Cache: |Lln|:hangec|

B Bl B E

Initialization: | Cilick

HSP: O

Set Bootable: IE'

s (i) (cogea)
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Step 10: In the Confirm RAID Configuration window, verify the proper drives are listed, and then click Submit.

g7

Confirm RAID Configuration

R&AID Level: R&aID 1 Drives:

Strip Size: G kB
fdccess Policy:  Read-Write

Drive Cache: Unchanged

Initialization: Quick
HSP: Disabled

Set Bootable: Enabled

et (st Laneal)
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Step 11: Verify the virtual and physical drives are properly assigned by navigating to the Server tab, selecting
Inventory, clicking the Storage tab, and then clicking the Virtual Drive Info tab.

Overall Server Status. ¢ L LB oo
7
Storage Cards

e —— (cous | wermary | pawar supgins | Strase | pct adaptere )

Summary Storage Adapters

Inventory

Sensors

System Event Log

Remaote Presence

B10s Storage Card: SLOT-5
Power Palicies Contrallerinfa | _Physical Drive Infa_|  Virtual Drive Infa |
Fault Surnmary Virtual Dri

T [ viwiorve [| name [|__swte [|__site [[. sopteval [l acons |

£ create

Optimal - hctions -

{opedic
{o et

Gener: Physical Dri

Name:

Stripe Size: 64 KB

Drives Per Span: 2
Span Depth: 1

anline.

Access Palicy:  Read-Write
Cache Policy:  Direct
Read Ahead Policy:  None
Write Cache Policy:  Write Through
Disk Cache Policy: Unchanged
Allow Background Tnit:  krue

Auto Snapshot:  false

Auto Delete Oldest: true

T

Overall Server Status ¢ LLE oo
Good
Storage Cards
server | admin | cPUs | Memory | Power Supplies | Storage | pciadapters |

Summary Storage Adapter:

Inventory

Sensars

System Event Log

Remote Presence

Storage Card: SLOT-5

e10s
Fower Palicies Controllerinfo_|._Physical Drive Info | Virtual Drive Info |
Fault Summary —

Host Tmage Mopping I I I I I I
: T | o I

Physical

Mame:
Stripe Size: 64 KB
Drives Per Spani 2
Span Depth: 1
Access Policy:  Read-Write

Cache Pali

Direct
Read Ahead Policy:  None

Write Cache Policy:  Write Through
Disk Cache Policy:  Unchanged

allow Background Init:  true

Save Changes | [Reset values
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Install VMware ESXi on the Cisco UCS E-Series module

1. Download UCS E-Series VMware ESXi image
Install VMware ESXi on UCS-E Server
Configure VMware ESXi Host Settings

Add VMware ESXi host to vCenter

Add a datastore to ESXi hosts

Configure networking for ESXi host

Soe o & N

Configure ESXi NIC teaming for resiliency

If possible install ESXi on the Cisco UCS-E server modules before shipping them to remote locations. This will
avoid WAN utilization and possible congestion problems on your network.

:ﬂ Tech Tip

If you are using VMware FL-SRE-V-HOST license (equivalent to VMware vSphere
Hypervisor™ 5.X), make sure that the installed Cisco UCS-E RAM is 32 GB or less. If
the installed UCS-E RAM is more than 32 GB, you will get an error message, and you
will not be able to apply the license.

If you want to use 48-GB RAM on the UCS-E server, upgrade your license to FL-SRE-
V-HOSTVC. You can verify the memory configuration prior to installing VMware ESXi by
navigating to the Server tab, selecting Inventory, and then clicking the Memory tab.

Download UCS E-Series VMware ESXi image

A custom version of VMware ESXi has been developed specifically for use on Cisco UCS Servers. Use the
following steps to download the custom ISO image.

Step 1: Open a browser and navigate to the VMware login page, https://my.vmware.com/web/vmware/login.

Step 2: Enter your VMware credentials, and then click Log In. If you do not have an account with VMware, create
an account by clicking Register.

Step 3: Click on All Downloads.
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Step 4: Select the All Products tab and then click on View Download Components for VMware vSphere.

All Downloads

earch All Downloads O\

w

My Products All Products Products A-Z

h

All Products v

Datacenter & Cloud Infrastructure

Vidware vCloud Suite
View Download Components | Drivers & Tools | Buy

VMware vSphere with Operations Management
View Download Components | Drivers & Tools | Try

‘VMware vSphere Data Protection Advanced
View Download Components | Drivers & Tools | Try

‘Viware vSphere

View Download Components | Drivers & Tools | Try

Step 5: Select version 5.1 in the Select Version dropdown box.

Download VMware vSphere

Select Version: Customers who have purchased Yhware vSphere 5.1 can download their relevant installation package from the product download

51 - tab below. Looking to upgrade from vSphere 4 or Infrastructure 3? Visit the VIMware vSphere Upgrade Center.

55 Read More

Step 6: Select the Custom ISOs tab, and expand the OEM Customized Installer CDs by clicking the right arrow.

Product Downloads Drivers & Tools Open Source Custom 150s
Custom ISOs Release Date

OEM Customized Installer CDs

Step 7: Click on Go to Downloads for the Cisco Custom Image for ESXi 5.1.0 UT GA Install CD.

Product Downloads Drivers & Tools Open Source Custom I1SOs
Custom ISOs Release Date

v  OEM Customized Installer CDs

HP Custom Image for ESXi 5.1.0 Update 1 Install CD 2013-09-30 Go to Downloads
Hitachi Custom Image for ESXi 5.1.0 Update 1 Install CD 2013-05-31 Go to Downloads
Cisco Custom Image for ESXi 5.1.0 U1 GA Install CD 2013-05-30 Go to Downloads
1 2
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Step 8: In the Product Downloads Tab, click the Download Now for the File type: iso version.

Product Downloads Version History

Cisco Custom Image for VMware ESXi 5.1.0 U1 GA Install CD Download Now

File size: 305M Download Manager
File type: iso

Read More

Step 9: The customized VMware vSphere Hypervisor image is downloaded.

Install VMware ESXi on UCS-E Server

This procedure details several important tasks, including mounting the VMware ESXi ISO, setting the UCS-E Boot
settings, and installing VMware ESXi onto the SD card of the UCS-E server. It is important to keep both the CIMC
and KVM console windows open throughout these steps.

:ﬂ Tech Tip

Installing the hypervisor onto the internal SD card of the ESXi server allows us to
maintain separation and dedicate the internal RAID drives to the virtual machines
loaded onto the server.

Step 1: Using your web browser, navigate to the CIMC address of the UCS E-Series module and login. [ex:
https://10.5.180.10] [admin/c1sco123]. Accept any browser warnings due to untrusted certificates.

Step 2: On the Server tab, select Remote Presence, click the Virtual Media tab, and then ensure the Enabled
check box is selected.

"""':l‘,;' Cisco Integra agement Controller

cis

Overall Server Status c 1 & E © 0
oo
Remote Presence

Server virtual KyM | Virtual Media | serial over LAN

Summary virtual Media Properties

Inventary Enabled: [
Sensors Active Sessions: 0
Systern Event Log Enable Virtual Media Encryption: [

Remote Presence

BIOS
Power Policies

Fault Summary

Hiost Image Mapping
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Step 3: Click the Virtual KVM tab, and then ensure the enabled check box is selected.

alialie ciseo Inte

cisco

Overall Server Status

ahagement Controller

¢ L LE 00

GUUd

Server

SUMMmary
Inventory
Sensors
Systern Event Log
Remote Presence

BIOS

Remote Presence

Wirtual KM l Virtual Media ‘i Serial over LAN ]

Actions
ELaunch EMM Console

vKY¥M Properties

Enabled: (&

Max Sessions: | 4 a
Power Policies

Active Sessions: 0

Remote Port: | 2068

Enahble Wideo Encryption: =
Enable Local Server Video: (&

Fault Summary

Host Irmage Mapping

Step 4: In the Actions pane, on the Virtual KVM tab, click Launch KVM Console. Accept any security warnings.
The virtual KVM window opens.

aafee o~
cisco CISCoO Integrated M

Overall Server Status
Good

Server

¢ L L E 00

Remote Presence

Virtual KM l Wirtual Media 1 Serial over LAN A

Surnmary Actions
L ELaunch KWM Console
Sensars

System Event Log
Remote Presence

BIOS

vK¥M Properties

Enabled:

Max Sessions: | 4 E‘

Active Sessions: 0

Remote Port: IZEIGS

Enable Wideo Encryption: [l
Enable Local Server Wideo: H

Power Policies
Fault Surnrnary

Host Image Mapping
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Step 5: In the KVM Console window, click the Virtual Media tab.

@lﬂ.S‘IED.ID-K\IM Console = [ = | ER
File View Macros Tools Help

KVM | Virtual Media

roadcom UNDI PXE-2.1 vil5.2.7

opyright (C) 2000-2012 Broadcom Corporation
opyright (C) 1997-Z2000 Intel Corporation
All rights reserved.

LIENT MAC ADDR: E@ ZF 6D EO@ 8E OC GUID: A9GDCBFC AB39 7ZaAD n699 EBY9BFBFEBDO?
PXE-E51: No DHCP or prox CP offers were received.

PXE-MOF: Exiting Broadcom PXE ROM.

roadcom UNDI PXE-2.1 vi15.2.7

opyright (C) Z000-201Z2 Broadcom Corporation
opyright (C) 1997-2000 Intel Corporation
All rights reserved.

LIENT MAC ADDR: EO® 2F 6D EO® BE O0A GUID: A9GDCBFC AB39 72aAD A699 EBIBFBFEBDO?
PXE-E51: No DHCP or proxyDHCP offers were received.

PXE-MOF: Exiting Broadcom PXE ROM.

Reboot and Select proper Boot device
or Insert Boot Media in selected Boot device and press a key

Step 6: In the KVM Console window, click Add Image.

58 10.5.180.10 - KVM Console [_[O]
File Help
[kvm_| Virtual Media |

Client View

[ Mapped | Read Only | Drive I Exit
[ O (=D I: - Removable Disk :
[N O (=) H: - Removable Disk Cienic Imqge
N O (=D G: - Removable Disk . Add Image...
N O (=D F: - Removable Disk Remove Image...
I = 5 E:- CDIDVD -

Details &

T m - .~

Details ) - - -

'Targel Drive !l‘.’lapped To Read Bytes |Write Bytes lDuralion

\Virtual CDDVD ~ Not mapped | [ usBReset

|Removable Disk Mot mapped
|Floppy Hot mapped
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Step 7: Browse for the VMware ESXi ISO image, and then click Open.

Look In: | cvD - E

D ESXi-5.1.0-1065491-custom-Cisco-5.1.1.1 .iso‘

File Hame; |

Files of Type: |Dtsk image file (*.iso, *.img) | -

Open H Cancel

Step 8: For the newly added image, select Mapped. This maps the ISO file and completes the mount.

[ 10.5.180.10 - KVM Console [l B3
File Help

[ Kvm_[ Virtual Media
Client View
Mapped | Read Only | Drive
O (=) I: - Removable Disk

it

(=) H: - Removable Disk Create Image

(=2 G: - Removable Disk Add Image...
(=3 F: - Removable Disk

& E:- CDIDVD

- C:\CVDIE$Xi-5.1.0-1065491-custom-Cisco-5.1.1.1.is0 - 150 Image File

Remove Image...

EOOOd

]‘I—I‘I'I'I
<

Kl I [ r]
Details

Target Drive [mapped To [Read Bytes [write Bytes [pDuration

Virtual CDDVD &5 C:CVDIESXi-5.1.0-10... 0 0 00:00:08

USB Reset

Removable Disk  Not mapped
Floppy Hot mapped




Step 9: Return to the KVM Console window by clicking the KVM tab. You can monitor the status of the server by
using this console window. Keep this window open and visible.

[®] 10.5.180.10 - KVM Console =
File View Macros Tools Help

fkw.u [ Virtual Media

Step 10: From the CIMC, navigate to the server summary screen, and then reboot the server by clicking Power
Cycle Server. In the warning window, click OK. The console screen turns blank and green for a moment during
this process.

R$240-3945-UCS1405
admin@10.4.48,

(4 - | 0
Server summary

Ac server

Overall Server Status
[ Asood

Praduct Name:  E1408
Summary

Serial Number:  FOC17100MES
Inventory Y Power off server

sensors ¥
Y shut Down Server 0-1F6E-385B0A166F8B

. ,
ey @ S Powsroyels the server Date: 11702/2012)

Remote Presence
BIOS Hard Reset Server
Power Palicies B Launch Kym Console

Fault Summary

©) Lock Front Panel Power Button

© sk 105 Conuraion chnges

Host Image Mapping

Femory:  [.4Good

Cisco Integrated Management Controller (CIMC) Information
Hostname: R§240-3945-UCS1408
IF Addressi  10.5.241.30

MAC Address:  E0:2F:6D:E0:70:91
Firmware Version: 1.0(4.20130322130001)
CPLD Version: 3.2
Hardware Version: 2
Current Time (UTC):  Thu Aug 29 19:35:26 2013

Router Information
Router Madel:  C3945
Serial Number:  FTX1708A181
slot Number; 3

Save Changes | | Reset Vslues

Step 11: Monitor the KVM Console window as the server boots, and, when prompted, enter the BIOS setup by
pressing F2.

Step 12: When prompted, enter the password (Example: ¢c1sco123). If this is the first time entering the BIOS, you
are prompted to set a BIOS password (Example: c1sco123).



Tech Tip

Pay close attention to the KVM console as the F2 command is accepted for only a
short period of time. If you fail to enter the BIOS setup, you must power cycle the
server using CIMC and retry.

[ 10.5.180.10 - KVM Console [_ O]
File View Macros Tools Help
["KVM | Virtual Media

Inc.

Hetwork Boot,



Step 13: Using the arrows on your keyboard, navigate to the Boot tab, highlight Boot Option #1, and then press

Enter.

File View Macros Tools Help

KVM | Virtual Media

ican M
SeEcurity

Boot Configuratlion
Setup Prompt Timeout
Bootup Wumlock State

UCsM boot order rules
CSM1E Module VYersion
GateA2l Active
INT13 Trap Response
CEH Support
Option Priorities
Option
Option

Option
Option
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[3trict]
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[UEFI: Built-in EFI ..
[Linux Wirtual Flopp..
[Linux Wirtual CD/DM..
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=
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Sets the system boot
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++: Select Screen
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+/-: Change Opt.
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F9: Optimized Defaults
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. Copur
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Step 14: In the window, select Cypress, and then press Enter.

File View Macros Tools Help

KVM | Virtual Media

tup Utility
Chif

fAptio 3
Main

Boot Configuration
Setup Prompt Timeout
Bootup Mumlock State

UcsM boot order rules
C5M16 Module Yersion
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INT19 Trap Response
CSM Support
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Option
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Fi1: General Help
F9: Optimized Defaults
F10: Save & Exit




Step 15: Press F10. In the save and exit dialog box, select Yes, and then press Enter. This saves the BIOS
settings and exits BIOS. The system will now reboot.

File View Macros Tools Help

[’vm [ virtual Media |

Boot Configuration
Setup Prompt Timeout
Bootup NumLock State

UCEM hoot order rules

C5HM16 Module Wersion
ation and
Gatef20 Active
INT19 Trap Response
CSM Support Select Screen
Select Item
r: Select
Boot Option Priorities +/=: Change Opt.
Fl: General Help
Boot Option [UEFI: Built-inm EFI ...] 3|F9: Optimized Defaults
Boot Option [Linux virtual Flopp... F10: Sawve & Exit
Boot Option [Linux ¥irtual COADY. .. ESC: Exit
Boot Option [ERCM MBA S1lot 0300 ...] ¥

. Copuright (C) 2 American Megat

Step 16: In the virtual K\VM window, click the KVM tab, and then monitor the KVM Console window as the server
boots. The server loads the ESXi Installer from the mapped ISO image.

Step 17: When the Vmware Vmisor Boot Menu appears, select the ESXi custom installer.

File View Macros Tools Help
[“kvm | Virtual Media |
ESXi-5.1.0-1065491-custom Boot Menu

ES5Xi-5.1.0-1065491-custom Installer

Boot from local disk

Automatic boot in 5 seconds...
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Step 18: On the welcome screen, press Enter. The installation of ESXi begins.

File View Macros Tools Help
KVM | Virtual Media
VMuare ESXi 5.1.8 Installer

Helcone to the VMuare ESXi 5.1.0 Installation

VYMuare ESXi 5.1.0 installs on most systems but only
systens on VYMuare’s Compatibility Guide are supported.

Consult the YHuare Compatibility Guide at:
http://mm . vnuare .con/resources/conpat ibility

Select the operation to perforn.

Step 19: Accept the license by pressing F11.

End User License Agreement (EULA)
YMUARE END USER LICENSE AGREEMENT

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR
USING THE SOFTHARE., YOU (THE INDIVIDUAL OR LEGAL ENTITY)
AGREE TO BE BOUND BY THE TERMS OF THIS END USER LICENSE
AGREEMENT ("EULA™). IF ¥OU DO HOT AGREE TO THE TERMS OF
THIS EULA, YOU MUST NOT DOWNLOAD, INSTALL., OR USE THE
SOFTHARE . AND YOU MUST DELETE OR RETURN THE UNUSED SOFTHARE
T0 THE VENDOR FROM MHICH YOU ACQUIRED IT WITHIN THIRTY (30)
DAYS AND REQUEST A REFUND OF THE LICENSE FEE, IF ANY., THAT
YOU PAID FOR THE SOFTHARE.

EVALUATION LICENSE. If You are licensing the Softuare for
evalvuat ion purposes., your use of the Software is only

permitted in a non-product ion environment and for the period

Use the arrouw keys to scroll the EULA text




Step 20: Using the down arrow, select the SD card as the local storage device, and then press Enter. (example:
Cypress Astoria SD Card). When prompted to confirm disk selection, press Enter.

Cypress Astoria SD Card (mpx.vnhba33:C0:T0:LO) 7.44 GiB

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

contains
existing

(Esc) Cancel (Enter) 0K

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

Step 21: For the keyboard layout, select the US Default, and then press Enter.

Us Default

(Esc) Cancel (F9) Back (Enter) Continue

Deployment Details December 2013 .
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Step 22: Set the root password, and then press Enter (example: c1sco123).

(Esc) Cancel (F9) Back (Enter) Continue

Step 23: The system scans for resources, which may take a few moments. Press F11. A status bar shows the
progress of the ESXi installation.

install

(Esc) Cancel (F3) Back (F11) Install

Step 24: After a successful installation of ESXi, select the Virtual Media tab on the KVM Console window, click
Remove Image, and agree to the warning. This unmounts the image.

[H 10.5.180.10 - KVM Console

File Help

Client View

e [ o
r [l (= I - Removable Disk
O [T = H:-Removable Disk
r [l (= G: - Removable Disk
[ml [T = F:-Removable Disk
o ¥ & E-CDOVD

Details

-- CACVDIESXi-5.1.0-1065491-custom-Cisco-5.1.1.1.iso - 1S0 Image File

<]

4l I 1 [»

Details

TargetDrive | Mapped To [Read Bytes [ Write Bytes |Duration

Virtual CDDVD &) CACVDIESXi-5.1.0-10... 316.981M 0 00:43:14
Removable Disk Mot mapped

[Floppy Not mapped
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Step 25: On the KVM tab, press Enter. The system restarts, loading the ESXi image installed on the SD drive.

successfully

(Enter) Reboot

Configure VMware ESXi Host Settings

Step 1: In the KVM Console window, press F2. This enables you to customize the system after ESXi is finished
booting.

File View Macros Tools Help

KVM | Virtual Media

VMuare ESXi 5.1.0 (VMKernel Release Build 1065491)
Cisco Systems, Inc. UCS-E1405-M1/K9

Intel(R) Xeon(R) CPU @ 1.DBGHz
16 GiB Memory
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Step 2: Log in using the credentials you set during installation. [example: root/c1sco123]

Authentication Required

Enter an authorized login name and password for
localhost . .

Conf igured Keyboard (U35 Default)
Login Name: [ root 1
[ seesereserss

<Enter> 0K <Esc»> Cancel

Step 3: Using the down arrow key, highlight to the Configure Management Network option, and then press
Enter.

File View Macros Tools Help

KVM | Virtual Media

Systenm Custonization Conf igure Managenent Netuwork

Conf igure Passuord Hostname :

Conf igure Lockdoun Mode localhost

onf igure Managenent Netuwork IP Address:
Restart Management Network 169.254_140.114
Test Management Network

Network Restore Options IPv6 Addresses:

fed0: :e22f :6dff :feeld : 708c/64
Conf igure Keyboard
Troubleshoot ing Options T - n host*s management netuork settings i
View Systen Logs
View Support Information

Reset Systen Conf iguration

Step 4: Select IP Configuration, and then press Enter.

File View Macros Tools Help

KVM | Virtual Media

Conf igure Management Netuwork IP Conf iguration

Network Adapters Automat ic
VLAN (optional)

IP Address: 169.254.140.114
Subnet Mask: 255.255.0.0
IPvb Conf iguration Default Gateuay: Mot set

DNS Conf iguration
Custon DNS Suffixes

Step 5: Highlight Set static IP address and network configuration, and select it by pressing the space bar.
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Step 6: Using the down arrow, enter the assigned values from Table 16 (example:10.5.180.11, 255.255.255.0,
10.5.180.1) for IP address, subnet mask and default gateway, and then press Enter.

IP Configuration

This host can obtain network setti automatically if your netuork

includes a DHCP server. If it doe t, the follouwing settings must be
specified:

( ) Use dynamic IP address and netuwork conf iguration

(o) Set static IP address and network configuration:

IP Address [ 10.5.180.11 1
Subnet Mask [ 255.255.255.0 1
Default Gateway [ 10.5.180.1 1
Up/Doun> Select <Space> Mark Selected <Enter> 0K <Esc> Cancel

Step 7: Using the down arrow, select DNS Configuration, and then press Enter.

File View Macros Tools Help
KVM | Virtual Media

Conf igure Management Network DNS Conf iguration

Network Adapters Manual
VLAN (optional)
Primary DNS Server:
IP Configuration Not set
IPvb Conf iguration Alternate DNS Server:

Nat set

Custom DNS Suffixes
Hostnane
localhost

Step 8: Configure the primary DNS server and hostname (Example: 10.4.48.10 and RS213-ESXi), and then press
Enter.

DNS Conf iguration

This host can only obtain DNS settings automatically if it also obtains
its IP configuration automatically.

( ) Obtain DMS server addresses and a hostname automatically
(o) Use the following DNS server addresses and hostnane:

Primary DNS Server [ 10.4.48.10 ]

Alternate DNS Server [ 1
nstname [ R5213-E5Xi.cisco. local_ 1

{Up/Doun> Select <Space> Mark Selected {Enter> OK <Esc> Cancel



Step 9: On the Configure Management Network screen, exit by pressing ESC.

File View Macros Tools Help

KVM | Virtual Media

Conf igure Management Netuwork DNS Conf iguration

Network Adapters Manual
VLAN (optional)
Primary DNS Server:

IP Configuration 10.4.48.10
IPvb Conf iguration Alternate DNS Server:
DNS Conf iguration Hot set

Custom DNS Suffixes
Hostnane
RS213-ESX

Step 10: On the confirmation dialog box, confirm that you want to apply changes and restart by pressing Y.

Conf igure Management Network: Confirm

You have made changes to the host“s management netuork.

Applying these changes may result in a brief network outage.,
disconnect remote management softuware and affect running virtual
machines. In case IPvb has been enabled or disabled this will
restart your host.

Apply changes and restart management network?

<¥> ¥Yes <N> No <Esc>» Cancel

Add VMware ESXi host to vCenter

Step 1: From the VMware vSphere client, select the folder location where you want to add the ESXi host
(Example: Remote Sites).

Step 2: On the Getting Started tab, under basic tasks, click Add a host.



Tech Tip

You must have the ESXi hostname and IP address configured in your DNS database
if you want to be able to reference it by name in the vCenter. Add a new DNS entry if

required.

(Z vCenters1 - ySphere Client

[ rszt0-esi-1.cs0 bocal
(B AWS Storage-Gateway
) Cisco WAAS: VWS- 750
& RS240-WINZO0G-1
& Rsza0-wINT01

& [ rs2sz-esd-Lcisco.local
5 AWS-Storage-Gateway-2
@ RSZ4Z-UBLNTLDL
(% Rsziz-WINTO!L

What is a Folder?

Afolder is a container used to group objects and organize
them into hierarchies. Folders provide a natural structure
upon which to apply permissions.

The folder structure you see in the inventory varies
depending on the inventory view.

Basic Tasks
[ Create afolder

[ Add ahost

close tab [X]

Folder

=| Learn more about folders

| Learn about hosts

[_[o[x]
Fie Edt View Inventory Admristration Plugins Help
3 EJ @ teme b g ivertory b [ Hoatnd Clters | B e e sneary [a]
o oa g
B ) vCenterst Remote Sites
© B 1k :
o @ ] Gettng Started

Step 3: In the Connection Settings window, enter the hostname of the ESXi host and the username and
password [root / ¢c1sco123], and then click Next. If necessary, accept the Security Alert by clicking Yes.

|J__,J Add Host Wizard Hi=]

Specify Connection Settings
Type in the information used to connect ko this host,

Connection Settings
Hast Surnrnary

Wirtual Machine Location
Ready to Compleke

— Connection

Enter the name or IP address of the host to add to vCenter,

Host: IrleS-esxi.cisco.Iocal

— Authorization

Enter the adminiskrative account information for the host, wSphere Client will
use this information to connect to the host and establish a permanent
account Far its operations.

Usernanme: Imot

Password: I********

Help |

= Back

Cancel




Step 4: In the Host Summary window, verify the details of the ESXi host you wish to add, and then click Next.

'EJ Add Host Wizard

Host Information
Revigw the product information For the specified host.

Connection Settings ‘fou have chosen to add the Following host ko wCenter:
Host Summary

Assign License Marne: rs_213—esxi.cisco.|ocal
wendor: Cisco Systems, Inc.
Lockdown Mode Mudel:
Virtual Machine Location Yersion: Yrware ES¥i 5.1.0 buid-1065491

Ready to Complete
Wirtual Machines:

| I

Help | < Back | Mext = I Cancel |

4

Step 5: In the Assign License window, click in the circle to assign the appropriate VMware license key or add a
new license key and then click Next.

|J-_-T,J Add Host Wizard o [=]

Assign License
Assign an existing or a new license key to this host,

Connection Sethings

Host Sumnmary |J._-T,J Add License Key
Assign License
Lockdown Mode Hews license key: ||

Wirtual Machine Location

Ready to Complete ok I Cancel |

' Assign a new license key ko this host

Enter Key... I |

Product:
Capacity:
Available:
Expires:
Label:

Help | < Back. | Iext = | Cancel |

4
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Step 6: In the Lockdown Mode window, verify that Enable Lockdown Mode is cleared, and then click Next.

If-:'? Add Host Wizard M= K3

Configure Lockdown Mode
Specify whether lockdown mode is ta be enabled for this host,

Connection Setkings
Host Summary
Assign License When enabled, lockdown mode prevents remate users fram logging directly
Lockdown Mode into this host, The host will onlv be accessible through local console or an

5 - 5 authorized centralized management application.
Wirtual Machine Location

— Lockdown Mode

Ready to Complete If you are unsure what to do, leave this box unchecked. You can configure
lackdawn rode laker by navigating to the host's Configuration tab and
editing its Security Profile.

I Enable Lockdown Mode

Help | < Back | Mext = I Cancel |

4

Step 7: In the Virtual Machine Location window, select the proper location for the new ESXi host, and then click
Next.

@ Add Host Wizard =] E3

¥irtual Machine Location
Select a location in the wCenter Server inventory For the host's wvirkual machines.

Connection Settings Select 4 location For this host's virtual machines,
Host Summary

Assian License

Lockdown Mode

Yirtual Machine Location
Ready to Complete

Help | = Back | Mext = I Cancel |

A
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In the Ready to Complete summary window, verify the information, and then click Finish.

dd Host Wizard

Ready to Complete

Review the options vou have selected and dlick Finish to add the host.,

_IC]

Connection Settings
Host Summary
Assion License
Lockdown Mode

Ready to Complete

Yirkual Machine Location

Review this summary and click Finish.

Huosk:
Wersion:
Tetwarks:

rs213-esyi.cisco.local

YMware ESH 5.1.0 build-1065491

W1 Mebwiork

Lockdown Mode!  Disabled

Help |

Step 8: Select the new ESXi host, click the Summary tab, and then verify the information is correct.

[ vCenter51 - vSphere Client

< Back | Finish I Cancel |

4

Fle Edt View Inventory Administration Plug-ins Help

B [ rome b g mventory » [ Hostsand Csters

& ¢ F
B ) veenterst
B [y 10k
E [ Remote Skes

[ [rs213-esxi.ccolocal
& [ rs2s0-escri.cicoocal

Configuration Issues

& Cisco WAAS: VWARS-750
B

(@ RIZAOWINOL
B [ re242-escit.cisco.local
(G AWs-Storsge-Gatewsy 2
B RS242-UBLNTUOL
B RS242-WINTOL

General Resources
Marufacturer Cisco Systems, Inc. CPU usage: 0 MHZ Capacty
e 4x0.9% GHz
L Cores: 4CPUs 0,999 GH2 Mermary usage: 0.00MB Capacty
Pracessor Type: IntelR) feon(R) P © 16330.93 M

1.00GHz
License: Evaluation Mode - Storage o[ status OrveTyee |
Processor Sockets: 1 || —1 il
Cores per Socket: 4 Hekwork [Tome st
Logica Processors: o & Mnetork Standrd port group ®
Hyperthreadng: active
Humber of NICs: 3 T L]
state: Cometed T
Vitual Machines and Templtes: 0
“Moion Enabled: Ho Falt Tokrance Version 40.04.0.04.0.0
VIS EUC e Deabled Refresh titual Maching Courts

Tl Frimary Vs -

iR hates @ Powered on Primary Hs:
Host Configured for FT: o

Active Tasks:
Hast Profie:

Image Profie:
Profile Compliance:
Drectpath 1/0:

ESH15.1.0-1065401 custom
Hja
ok supported £

Total Secondary UM
Powerer On secondary Yiis:
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Add a datastore to ESXi hosts

In this procedure, you will add storage for the virtual machines and other system files to use. The storage will be
a disk drive physically located on the server.

Tech Tip

If you are installing the vSphere client on a server with USB storage for ESXi, you may
receive a warning “System logging not Configured on host <hostname>” indicating that
you do not have a location to store log files for ESXi on this host. In this case, you can
store log files on a syslog server. More information can be found at:
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=display
KC&externalld=2003322

Step 1: Using vSphere Client, log in to the ESXi host.
Step 2: On the Configuration tab, in the Hardware pane, click Storage.

Step 3: If your ESXi host does not have a provisioned virtual machine file system (VMFS), in main window, in the
“The VMware ESX Server does not have persistent storage” message, click Click here to create a datastore.

ts5213-esxi.ciscolocal YMware ESX), 5.1.0, 1065491 | Evaluation (60 days remaining)

Configuration

The ESXi host does not have persistent storage.
Torun virtual machines, create at least one datastore For maintaining virtual machines and other system files,

Hoate: If you plan to use iSCSTor a network file system (NFS), ensure that your storage adapters and network connections are properly configured before continuing.

To add storage now, click here 0 create 3 detastore. .

Hardware Processors

» Processors General

Memory Made! InteliR) Xeon(R} CPU @ 1,00GHz

Storage Processor Speed 1 GHe

Netwnrking Processor Sackets 1

Storage Adapters Pracessor Cores per Socket 4

Network Adapters Logical Processors 8

Hyperthrsadn Ersbsd

Advanced Settings L g
Power Management:

Deployment Details December 2013 .
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Step 4: In the Add Storage wizard, select Disk/LUN, and then click Next.
d Storage |- (O] x|

Select Storage Type
Specify if you want to format a new wolume or use a shared folder over the network,

= Disk/LUN Starage Type
Select Disk/LUMN
File System Yersion
Current Disk Layout

% Disk/LUN
Create a datastore on a Fibre Channel, iSCSI, or local SCSI disk, or mount an existing YMFS volume.

Properties
Formatting " Network File System
Ready to Complete Choose this option if you want to create a Metwork File System,

Adding a datastore on Fibre Channel ar iSCSI will add this datastore to all hosts that have access
to the storage media,

Help | < Back | Mext = I Cancel

Step 5: On the Select Disk/LUN page, select the local disk and then click Next.

Select Disk/LUN
Select a LUM to create a datastore or expand the current one

B DiskiLLN R Mame, Identifier, Path ID, LUN, Capacity, Expandable or ¥MFS Label €., = Clear
Select Disk/LUN

File: System Yersion Marne | Path1D |t~ | Drive Type | Capacity |

Current Disk Layout Local L51 Disk (naa 6e02f6de0gela, ., vmhbal:C2Toil 0 Nor-550 929,48 GB

Propettics

Formatting
Ready to Complete

4] | i
Help | < Back | Mext = I Cancel |




Step 6: On the File System Version page, select VMFS-5 or VMFS-3. Hosts running ESXi 4.x will not be able to
access VMFS-5 datastores. Unlike VMFS-3, VMFS-5 uses standard 1 MB file system block size with support of
2 TB+ virtual disks.

ﬁ—:‘: Add Storage H=

File System Yersion
Specify the wersion of the WMFS for the datastore

= DiskfLUMN File: System Yersion
Select DiskiLUMN & VMESS5

File System Yersion
Current Disk Layout
Properties

Formatting ' VMFS-3

Ready o Complete Select this option if the datastore will be accessed by legacy hosts,

Select this option ko enable additional capabilities, such as 2TE+ suppart,
¥MFS-5 is nok supported by hosts with an ES% version older than 5.0,

Help | < Back | Mext = I Cancel

A

Step 7: Review the disk capacity and partition information, and then click Next.

;f_'; Add Storage W=

Current Disk Layout
‘fou can partition and format the entire device, all free space, or a single block of free space.

&1 DiskiLUN Review the current disk layout;
Select DiskfLLIN
File Svstem Yersion Device Drive Type Capacity Available Lur
Current Disk Layout Local LSI Disk {naa.6e02fede0.,,  Non-550 929,46 GB 929,46 GB o
Properties Lacation
Formatting Tvnifsidevices disks/naa 6e0zf6de0Se0a0001 a2 7baselc2d1 342
Ready to Complete Partition Forrnat

Unkniown

The hard disk is blank.

There is only one layout configuration available, Use the Mext button to proceed with the other wizard
pages.

A partition will be created and used

Help | < Back | Mext = I Cancel
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Step 8: Enter a datastore name, and then click Next.

@ Add Storage 1H[=] E3

Properties
Spedfy the properties For the datatore

B DiskiLUM Enter a datastare name
Select Disk/LLIN
File Swstem Yersion ’]RSZIS-ESXi-LocaIDiskj
Current Disk Lavout
Properties
Formatking
Ready to Complete

Help < Back | Mext = I Cancel

Step 9: On the Disk/LUN Formatting page, accept the defaults by clicking Next. This formats the maximum
available space in the disk.

ﬁ'-_-':j Add Storage = ]0]x]

Disk /LUN - Formatting
Specify the maximurm file size and capacity of the datastare

= DiskfLUM Capaity
Select Disk/LUN
File Swstem Yersion & Maximum available space
Current Disk Layout e
Properties
Formatting |929 46 5: GE of 929.46 GB available space
Ready to Camplete

Help | < Back | Mext = I Cancel

A
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Step 10: Click Finish. The Add Storage wizard is completed.

%) Add Storage [ O] x|
Ready to Complete
Review the disk layout and click Finish to add storage
Disk/LUN Disk layaut:
Ready to Complete

Device Crrive Type Capacity LU
Local LSI Disk {naa.te0zféde0del. ..  Mon-5350 929,46 GE 1]

Location
Tvmfsidevices/disks/naa.6el2fode08e0al001a27bE5e0c2d1 342

Fartition Format
GPT

Primary Partitions Capacity
WMFS {Local LSI Disk {naa.6e0zf6d. .. 929,46 GB

File system:

Properties
Datastare name: R3213-ESxi-LocalDisk,

Formatting
File system: winfs-5
Block size: 1ME
Maximunn file size: 2.00TB

Help | < Back | Fimish I Cancel
A

Configure networking for ESXi host

The following table is used during this procedure to map the correct network interfaces to the vSwitch.

Table 17 - Cisco UCS E-Series Interface Assignments

Interface usage

UCS-E140S (single wide)

UCS-E140D (double wide)

console/internal vmnicO vmnicO
internal MGF vmnicl vmnic1
external (1) vmnic2 vmnic2
external (2) vmnic3

vSwitch Port Group Network
Label

ESXi-external

ESXi-external-dual




Step 1: Click the Configuration tab, and then click Networking.

[ vCenters1 - vphere Client

Fle Edt View Inventory Admiristration Plugins Help

EJ [@ rome b o mventory b B Hosts and Clsers

= [ Remote ses
]

B [ rs2d0-esd.ciscoocal
{3 AWS-Storage-Gatewsy
{3 Cisco WAAS: vWAAS-750
3 RS240-WINZOOE-1
s RS240-WINTOL

B [ re242-esxit.ciscolocal
{3 AWS-Storage-Gateay-2
Ffs RS242-UBUNTUD1
Ffs Rs242-WINTOL

|+ [a]
gle #
5 0 vCenterst 1065491 | Evaluation (60 days rem:

B B 0k

Hardware view: [VEphere
Processors Networking Refresh Add Metworking...  Properties
Memary
storage " —
anderd Swkch; v erove... Propertis
N Standard Switch; vSwitch
Vinua Wi P Group Physcl gt
SR 2 Wnetwork @4l omvmico woo Fu @
Mekwork Adapters e
Advanced Settings 3 Mansgement etwork Q.

Power Mansgement

Software

Licensed Features

Time Configuration

DS and Routing

Authentication Services

Power Mansgement

Virtual Machine Startup/Shutdon
Virtual Machine Swapfil Location
Securty Profile

Hast Cache Configuration
System Resource Alocation
‘Agent VM Settings

Advanced Settings

vk £ 10.5.180.11
Fean: o226 ff eeDitena

Step 2: Click Add Networking, on the Connection Type dialog box, select Virtual Machine, and then click Next.

Add Network

ard

Connection Type

H[E=

Metworking hardware can be partitioned to accommodate each service that requires connectivity,

Connection Type
Network Access
Connection Settings
Summary

Connection Types

% yirtual Machine

Add a labeled netwark to handle virbual machine network braffic,

" ¥Mkernel

The WMkernel TCR{IP stack handles traffic for the following ESxi services: wSphere wMation, iSCSI, NFS,

and host management.

Help |

< Back | Next > I

Cancel

4

Next, configure a standard vSwitch for ESXi.



Step 3: Select the external NIC card, vmnic2, to be used for this vSwitch , and then click Next. This example
uses a single interface. For dual NIC configurations, select both vmnic2 and vmnic3.

Add Network Wizard

¥irtual Machines - Network Access
Wirtual machines reach netwarks through uplink adapters attached to vSphere standard switches,

[_[O]x]

Connection Type

Metwork Access w3phere standard switch using the undlaimed network adapters listed below,

Select which ¥Sphere standard switch will handle the netwark traffic for this connection, You may also create a new

Conneckion Setkings

¥ Create a vSphere standard switch Speed Metworks

Broadcom Corporation NetXtreme BCM5719 Gigabit Ethernet

Surmmary
Broadcom Corporation NetXtreme BCM5719 Gigabit Ethernet
v E@ wmnicl 1000 Ful  Mone
T B vmnicz 1000Fdl  0.0.0.1-255.255.255.254
 Use vSwitcho Speed Metworks

[~ B vmnico 1000Ful None
Prewiem:
irtual Machine Port Group Phsical Adaptars
Wi Netwark 2 D o B vnicl

< Back

Help |

| Mext = I

Cancel

4

Step 4: In the Port Group Properties pane, edit the Network Label (Example from Table 17: ESXi-external), set

the VLAN ID to None (0), and then click Next.

|J-_T,J Add Network Wizard [_ O] =]
¥irtual Machines - Connection Settings
Use network labels ta identify migration compatible connections common to bwo or more hosts,
Connection Type Port Group Properties
Metwork Access
Connection Settings Metwork Label: |ES><i-externaI|
Summary YLAN 1D (Optional): o (3) |
Presiewm:
irtual Machine Port Graup Physical Adapters
ESxi-external D o B wmnicz
Help | < Back | Mext = I Cancel
A4




Step 5: Review the final host networking configuration, and then click Finish.

(55 Add Network Wizard =l

Ready to Complete
Yerify that all new and modified vSphere standard switches are configured appropriately.

Conneckion Type
Mebwork Access
Connection Settings
Summary

Host netwaorking will include the Follawing new and modified standard switches:
Presview:

Wirtuzl Machine Part Group Physical Adspters
ESxi-external D o B vnic2

Help | < Back | Finish I Cancel

4

Configure ESXi NIC teaming for resiliency

Optional

This procedure is only required if you have two external NICs connecting to external switches for resiliency. This
example uses the default ESXi NIC teaming configurations for redundancy.

This procedure uses the values in Table 17 to map the correct network interfaces to the vSwitch.

Step 1: View properties by clicking properties for the newly created vSwitch (Example: vSwitch1).

Standard Switch: wSwitchl Remove,..  Properties...
Wirtual Machine Port Group Physical Adapters
L7 EZ¥i-external-dual g D o B wmnic 1000 Ful  GA

o B vonicz 1000 Foll 3




Step 2: In the vSwitch Properties window, select the Port Group (Example: ESXi-external-dual), and click Edit.

Tech Tip

This NIC redundancy configuration using the default VMware settings provides failover
for link or switch failure for applications installed on a Cisco UCS E-Series double-wide

module such as the UCSE140D.

|J-_-T,J wSwitch1 Properties M=l 3
Parks | Network Adapters I
Configuration | Summary | T e =
[1 vSwitch 120 Ports Metwark Label: ES¥i-external-dual
| € ESkiesternal-dual  Virtual Machine .. YLAN ID: Mone (@)
—Effective Policies
Security
Promiscuous Mode: Reject
MAC Address Changes: Accept
Forged Transmits: Accepk
Traffic Shaping
Average Bandwidth:
Peak Bandwidth:
Eurst Size:
Failover and Load Balancing
Load Balancing: Port ID
Metwork Faiure Detection: Link status only
Motify Swikches: es
Failback: es
Active Adapters: WMRicZ, vmnic3
Standby Adapters: Mone _
Add... | Edit... I Remove Urused Adapters: Mone: LI

Close | Help |




Step 3: In the Port Group Properties window, view the Failover and Load Balancing details by selecting the NIC
Teaming tab. The configuration options display.

|J_j EsXi-external-dual Properties

General I Security I Traffic Shaping MIC Teaming |

— Policy Exceptions

Load Balancing: r IRoute based on the ariginating virtual port 10 j
Metwork Faillover Detection: [ ILink skatus only j
Mitify Switches: [ I‘v‘es j
Failback: r IVEs j

Failover Order:
[ oOverride switch Failover order:

Select active and standby adapters For this port group. In a Failover situation, skandbey
adapters activate in the order specified below,

ame | Speed | Mebworks | Mawe U |

Active Adapters

By vrnicz 1000 Ful Mare ot Do |
B vmnics 1000 Full Mone

Standby Adaptess

Unused Adapters

— Adapter Details

Marne:
Locakion:

Dirivet:

QK I Cancel Help




Configuring Cisco VWAAS on the UCS E-Series module

1. Deploy the OVA
2. Configure the WAAS Node
3. Configure WCCPv2 on routers

To avoid WAN congestion and possible installation issues, download or copy the installation Open Virtual
Appliance (OVA) files to a local host at the remote location and perform the installation from a remote host at that

location.

Cisco VWAAS is available as OVA and is designed to be installed into a virtual environment. The OVA is an
industry standard format with prepackaged disk, memory, CPU, NICs, and other virtual-machine-related

configuration parameters.

Step 1: From vCenter, click the ESXi host that you will use to run your virtual machine (Example: rs213-esxi.

cisco.local).

Step 2: From the File menu, choose Deploy OVF template.

FiIelEdit View Inventory Adminisi

Mew

k

| Deploy OVF Template...

Export L
Report

Browse VA Marketplace..,
Print Maps
Exit
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Step 3: Browse for the local OVA file to install, and then click Next.

@ Deploy D¥F Template

Source
Select the source location,

IS[=] E3

Source

OYF Template Details
Mame and Location
Disk. Format

Ready to Complete

Deploy from a file or URL

Browse. .. |

Enter a URL ko download and install the OVF package from the Internet, or
specify a location accessible from your computer, such as a local hard drive, a

network share, or a COJDYD drive.

Help |

= Back | Mexk = I

Cancel

4




Step 4: Review the template details, and then click Next.

@ Deploy D¥F Template M= E3
OY¥F Template Details
Werify OVF template details,
Source
0O¥F Template Details .
Marme and Location Product: Cisco WAAS: wiWaAS-1300
Disk Format . Version: 5.2.1
Metwork Mapping
Ready to Complete Yendor: Cisco Systems
Publisher: Mo certificate present
Download size: 1.6 GB
Size on disk: 3.3 GB (thin provisioned)
304.0 GE {thick provisioned)
Description: "Cisco WAAS: vWAAS-1300" Cisco Virtual Wide Area Application
Services (wWAAS) appliance resourced to optimize up ko 1300
concurrent TCP connections
Help | < Back | Mext = I Cancel
A




Step 5: Enter a name for the OVA (Example: RS213-vWAAS-1300), select the proper location, and then click

Next.
|J-_-T,J Deploy O¥F Template M=l E3

Name and Location

Specify a name and location for the deployed template

Source Marme:

OWF Temnplate Details 571 3w WAAS- 1300

MName and Location

Diisk Formak The name can conkain up ko 80 characters and it must be unique within the inventory Folder,

Metwork Mapping

Ready to C [t

sady o ampEts Inventory Location:
|5 1ok
Help | < Back Cancel
A




Step 6: Accept the recommended Disk Format settings by clicking Next.

|J-_-T,J Deploy O¥F Template M=l 3

Disk Format
In which Format do you want ko store the virbual disks?

Source Datastore: IIocaI-disk—esxi
OYF Template Details

Mame and Location c

S Available space (GE): I 463.5
Disk Format pace (GE)

Metwork Mapping

Ready to Complete
' Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed
© Thin Provision

Help | < Back. Mext = | Cancel I

4

Step 7: Click the current setting for Destination Networks. All destination network choices are displayed.



Step 8: Select the destination network by choosing the ESXi networking profile created in Procedure 5, Step 4
(Example: ESXi-external), and then click Next.

|J-_T,J Deploy O¥F Template IS[=1 B3

Network Mapping
‘What networks should the deploved template use?

Source

CNF Template Details Map the networks used in this OVF template to networks in your inventory

Mame and Location

Disk. Farmat Source Netwarks | Destination Metworks |

Ready to Complete

Network Mapping 4M Nebwork ESHi-external hd

Descripkion:

The ¥M Metwork network ;I

Help | < Back. | Mext = I Cancel

4




Step 9: Review the OVA summary information, select Power on after deployment, and then click Finish.

@ Deploy D¥F Template

Ready to Complete
Are these the options you want to use?

IS[=] 3

‘When waou click Finish, the deployment task will be started.

Source.

OVF Template Details

Mame and Location Deployment settings:

Disk Farmat OVF file:

Metwork Mapping Download size:

Ready to Complete Size on disk:
Mame:
Folder:
HostjCluster:
Datastore:
Disk provisioning:
Metwork Mapping:

Zi\SharediCiscolWaAS Cisco-WAAS-vWAAS- 1300, ova
1.6GE

304.0 GB

RSZ13-wWaRS-1300

10k

r5213-es¥i.cisco,local

local-disk-esxi

Thick. Pravision Lazy Zeroed

"W Metwork! bo "ESHi-external

Help |

< Back | Finish I Cancel

4

Step 10: Monitor the deployment.

@ 4% Deploying RS213-vWAAS-1300
Ceploving RS213-wWiaas-1300

Deployving disk 2 of 2

=100

L

11 minutes remaining

V' Clase this dialag when completed

Zancel

@ Deployment Completed successfully

Deploying R5213-wW605-1300

Completed Successfully

=10 ]

Close




Step 11: After the OVA is installed, highlight the installed OVA, and then, on the Summary tab, verify its status.

%) vCenter51 - ySphere Client

File Edit View Inwertory Administeation Plug-ns Help

‘@ Home b g8 Tnvertory b [ Hosts and Clusters

| ] seorch vertery

s up elo G B oe &

eway
G Cisco Wss: vWAAS-7S0

&y RSZAD-WINZODE-L
& Rszi0-wnTOL
= [ rsz4z-esd-l.ciscolocal
AWS-Storage-Gatemay-2
(T RS2a2-WINZOL
[ rseaz-esci-2.cisco,

Version:
vendar:

Guest O Other 2.8.x Linux (6+-bit)
&

U 2vCPU
Memary: 6144 MB
Memory Overhead: 59,80 MB

Whdware Tools: @ Mot runring (3rd-party/ndependent)

Consumed Host CPU:
Cansumed Host Memary !
Active Gest Memory:

Used

age:
Storage B
B Rs213-EsxiLocal

[ E—] L]
Network | Type | ste
8 EsKiexternal Standard port group. (]

| | =

0MHz
3100 MB
1608.00 MB
Refresh Storage Usage
304.00GB
304.09GB
304.09GB
| Status Drive Type |
@ Womd Hon-sED

¥M Storage Profiles

VM Storage Frofiles:

Prafiles Compliance:

B8 Clone to New Virtusl Machine

Refrest

Configure the WAAS Node

This procedure uses the recommended network parameters from Table 16, repeated below.

Table 18 - Cisco vVWAAS on the Cisco UCS E-Series module network parameters

Parameter

CVD values for
an access-layer
connection

CVD values for
a distribution-layer
connection

Site-specific values

In-band management network

10.5.180.0/24 (existing
data subnet)

10.5.168.16/29 (new
subnet for UCS E

management)
UCS E-Series interface address unnumbered gig0/2.64 10.5.168.17/29
Cisco IMC interface address 10.5.180.10/24 10.5.168.18/29
VMware ESXi interface address 10.5.180.11/24 10.5.168.19/29
Switch interface number 0/22 1/0/7
VLAN number 64 106
Time zone PST8PDT -8 0 PST8PDT -8 0
IP address 10.5.180.8/24 10.5.175.8/24
Default gateway 10.5.180.1/24 10.5.175.1/24
WAAS Central Manager 10.4.48.100 10.4.48.100

Hostname

RS213-vWAAS

RS212-vWAAS

IP addresses of routers intercepting

10.255.255.213

10.255.255.212

traffic with WCCP

WCCP password clscol23 clscol123
Management network (optional) 10.4.48.0/24 10.4.48.0/24
TACACS shared key (optional) SecretKey SecretKey
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Step 1: From vCenter, click the Cisco VWAAS that you will want to configure (Example: RS213-vWAAS-1300),
and then click the Summary tab.

(5] vCenter51 - vSphere Client

File Edit VYiew Inventory Administration Plug-ins Help
Ed [& rome b g ooy b Hossand Chstors
mup oleGB e

= () vCenterSL
= [ 10k
E [ Remote Stes
B [ rs213-esxiciscoocal

(3 [RS2T3-vWARS-1300 General Resources

] 5ot ey

RS213-vWAAS-1300

2@ KZ":;:;X; ﬂsmg‘nc[a\ Product: Cisco WARS: vWARS-1300 Consumed Host CPU; 0MHz
@ S Version: 521(5.2.1) Consumed Host Memory 3L.00MB
B crowens s, Mendor Eaoisystcms Active Guest Memary: 4608.00 MB
By RSZAD-WINZODS-L
& rezsvavmron Guest 03 Other 2.6.x Linse (64-b1) Refrosh Starags Usage

WM Version: M Provisioned Storaget 304.00GB

& [ rsz4z-esx1.cisco local

cFU 2Py Niot-shared Storage! 304.00GB
8 fuestosos Gateuy 2 i 6144 MB Used Storage: 304.00GB
( RS242-WINFOL cmory
[ rszz-esci2.ciscolocal Memory Overhoed; 5508 Storage | states Drive Type |
Wiware Tools: @ Mot running (3rd-partyfindependent) B RS2I3-EXilocal.. @ Mormal Hon-5350
1P Addresses: 3 »
S — Network | Type | stz
EVC Mode! A B EsM-ederndl Standard port group @
State: Panered On | |
Host: vs24-esxi. cisco local
Active Tasks: ¥M Starage Profiles
wSphere HA Protection: @ nfa B4 Hefresh
¥M Storage Frofiles:
din i LG Profiles Complance:
Power OFF
00 Suspend
&) Reszt
{5 Edt Settings
@ Open Console
[B8 migrate
&8 Clone to New Virkual Maching

Step 2: In the Commands pane, click Open Console, and then log in. The factory default username is admin
and the factory default password is default.

Step 3: In the console window, enter setup. The initial setup utility starts.

Parameter Default Value
Device Mode Application Accelerator
Interception Method WCCP
2. Time Zone UTC 0 O
Management Interface Virtual 1/0
Autosense Disabled
4. DHCP Enabled
ESC Quit ? Help WAAS Default Configuration
Press 'y’ to select above defaults, '‘n’ to configure all, <1-4> to change
specific default [y]: 4

Step 4: Disable DHCP.

Enable DHCP for Management Interface? (y/n)[y]: n
Parameter Configured Value
Device Mode Application Accelerator
1. Interception Method WCCP
2. Time Zone UTC 0 O
Management Interface Virtual 1/0
Autosense Disabled
4. DHCP Disabled
ESC Quit ? Help WAAS Default Configuration
Press ‘y’ to select above defaults, '‘n’ to configure all, <1-4> to change
specific default [y]: n
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Step 5:

Step 6:

Step 7:

Configure the interception method.

1. WCCP

2. AppNav Controller
3. VPATH

4. Other

Select Interception Method [1]: 1

Configure the time zone.
Enter Time Zone <Time Zone Hours (-23 to 23) Minutes (0-59)> [UTC 0 0]:
PST8PDT -8 0

Configure the management interface, IP address, and default gateway.

This design uses the external interface as the management interface.

Step 8:

Step 9:

No. Interface Name IP Address Network Mask
1. Virtual 1/0 dhcp
2. Virtual 2/0 dhcp

Select Management Interface [1]: 1

Enable DHCP for Management Interface? (y/n)[y]l: n

Enter Management Interface IP Address <a.b.c.d or a.b.c.d/X(optional mask bits)>
[ Not configured]: 10.5.180.8/24

Enter Default Gateway: 10.5.180.1

Configure the Cisco WAAS Central Manager address.
Enter Central Manager IP Address (WARNING: An invalid entry will cause SETUP to
take a long time when applying WAAS configuration) [None]: 10.4.48.100

Configure DNS, host, and NTP settings.

Enter Domain Name Server IP Address [Not configured]: 10.4.48.10
Enter Domain Name (s) (Not configured): cisco.local

Enter Host Name (None): RS213-vWAAS

Enter NTP Server IP Address [None]: 10.4.48.17

Step 10: Configure the WCCP router list.

Enter WCCP Router (max 4) IP Address list (ipl ip2 ...) []: 10.255.255.213

Step 11: Select the appropriate license.

Deployment Details

The product supports the following licenses:
1. Transport

2. Enterprise

3. Enterprise & Video

Enter the license(s) you purchased [2]: 2
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Step 12: Verify the configuration settings.

12.
13.
13.

Parameter

Time Zone

. Management Interface

Autosense
DHCP
Speed
IP Address
IP Network Mask
IP Default Gateway
CM IP Address
DNS IP Address
Domain Name (s)
Host Name
NTP Server Address
WCCP Router List

License

ESC Quit ? Help ! CLI

Press

defaults display, <1-12> to change specific parameter

‘v/ to select configuration,

Configured Value
PST8PDT -8 O
Virtual 1/0
Disabled
Disabled
1000 (full-duplex)

10.5.180.8

255.255.255.0
10.5.180.1
10.4.48.100
10.4.48.10
cisco.local
RS213-vIWAAS
10.4.48.17
10.255.255.213

Enterprise

WAAS Final Configuration

Router WCCP configuration

<F2> to see all configuration, ‘d’ to toggle

First WCCP router IP in the WCCP router list seems to be an external address;

WCCP configuration on external routers is not allowed through SETUP. Please press
ENTER to apply WAAS configuration on WAVE
Applying WAAS configuration on WAE

May take a few seconds to complete

WAAS configuration applied successfully!!

Saved configuration to memory.

Press ENTER to continue

When you are prompted with a recommended router WCCP configuration template, you don’t have to retain the

information. This router configuration is covered in depth in a following procedure.

Step 13: In the EXEC mode, enable the propagation of local configuration changes to the Cisco WAAS Central

Manager.

cms lcm enable

Step 14: Configure the GRE-negotiated return. All Cisco WAVE devices use GRE-negotiated return with their
respective WCCP routers.

no wccp tcp-promiscuous service-pair 1 2

wccp tcp-promiscuous service-pair 61 62 redirect-method gre

wccp tcp-promiscuous service-pair 61 62 egress-method wccp-gre

Deployment Details

December 2013



Step 15: Configure the WCCP router list. This design uses authentication between the routers and Cisco WAVE
appliances.

If any of the WCCP routers are Cisco ASR1000 Series routers, then change the default setting of hash-
source-ip to mask-assign. This change must be made for WCCP to operate properly and is made on the Cisco
WAVE appliances, not on the routers.

wccp tcp-promiscuous service-pair 61 62 router-list-num 7

wccp tcp-promiscuous service-pair 61 62 assignment-method mask

wccp tcp-promiscuous service-pair 61 62 password clscol23

wccp tcp-promiscuous service-pair 61 62 enable
All other router platforms can use the default setting:
wccp tcp-promiscuous service-pair 61 62 router-list-num 7

wccp tcp-promiscuous service-pair 61 62 password clscol23

wccp tcp-promiscuous service-pailr 61 62 enable

Next, you will configure device management protocols.
Step 16: Log in to the Cisco VWAAS.

Step 17: Generate the RSA key and enable the sshd service. This enables SSH.
ssh-key-generate key-length 2048

sshd enable

no telnet enable

Step 18: Enable Simple Network Management Protocol (SNMP) in order to allow the network infrastructure
devices to be managed by a Network Management System (NMS), and then configure SNMPv2c both for a
read-only and a read-write community string.

snmp-server community cisco

snmp-server community ciscol23 RW

Step 19: If you want to limit access to the appliance, configure management ACLS.

In networks where network operational support is centralized, you can increase network security by using an
access list to limit the networks that can access your device. In this example, only devices on the 10.4.48.0/24
network are able to access the device via SSH or SNMP.

ip access-list extended 155

permit tcp 10.4.48.0 0.0.0.255 any eq ssh

deny tcp any any eq ssh

permit ip any any

exit

interface Virtual 1/0

ip access-group 155 in

exit

!

ip access-list standard 55

permit 10.4.48.0 0.0.0.255

exit

snmp-server access-list 55
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Step 20: If you have a centralized TACACS+ server, enable AAA authentication for access control. This
configures secure user authentication as the primary method for user authentication (login) and user
authorization (configuration). AAA controls all management access to the Cisco WAAS and Cisco WAVE devices
(SSH and HTTPS).

:ﬂ Tech Tip

A factory default local admin user was created on the Cisco WAAS and Cisco WAVE
appliances during setup. This user account provides the ability to manage the device in
case the centralized TACACS+ server is unavailable or if you do not have a TACACS+
server in your organization.

tacacs key SecretKey

tacacs password ascii

tacacs host 10.4.48.15 primary

!

authentication login local enable secondary
authentication login tacacs enable primary
authentication configuration local enable secondary
authentication configuration tacacs enable primary

authentication fail-over server-unreachable

Step 21: After you make configuration changes, in the EXEC mode, save the configuration.
copy running-config startup-config

Each Cisco VWAAS instance registers with the Cisco WAAS Central Manager as it becomes active on the
network.

Step 22: If you want to verify the Cisco VWAAS registration, on the respective VWAAS instance or via the web
interface to the Cisco WAAS Central Manager, enter show cms info.

Configure WCCPv2 on routers

In this design, WCCP diverts network traffic destined for the WAN to the Cisco WAAS system for optimization.
This method provides for a clean deployment with minimal additional cabling, and it requires both the WAN-
aggregation and remote-site routers to be configured for WCCP.

This guide assumes that the router has already been configured. Only the procedures required to support
the integration of Cisco WAAS into the deployment are included. Full details on WAN router configuration are
included in the MPLS WAN Technology Design Guide or VPN WAN Technology Design Guide.

Step 1: Configure global WCCP parameters, enable services 61 and 62, and then configure a group list and
password. Permit only the on-site Cisco WAVE appliances in the group list in order to prevent unauthorized Cisco
WAVE devices from joining the WAAS cluster.

You must enable services 61 and 62 for WCCP redirect for Cisco WAAS. These services should be using WCCP
Version 2. As a best practice, exempt certain critical traffic types and other protocols which can not be optimized
from WCCP redirect by using a redirect list. A detailed listing is included in Table 11 and Table 12.
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ip wccp source-interface Loopback0
ip wccp 61 redirect-list WAAS-REDIRECT-LIST group-list WAVE password clscol23
ip wccp 62 redirect-list WAAS-REDIRECT-LIST group-list WAVE password clscol23
!

ip access-list standard WAVE
permit 10.5.52.8

permit 10.5.52.9

ip access-list extended WAAS-REDIRECT-LIST
remark WAAS WCCP Redirect List
deny tcp any any eq 22

deny tcp any eq 22 any

deny tcp any eq telnet any
deny tcp any any eq telnet
deny tcp any eq tacacs any
deny tcp any any eq tacacs
deny tcp any eq bgp any

deny tcp any any eq bgp

deny tcp any any eq 123

deny tcp any eq 123 any

deny tcp any any eq 161

deny tcp any eq 161 any

deny tcp any any eq 162

deny tcp any eq 162 any

deny tcp any any eq 2000

deny tcp any eq 2000 any

deny tcp any any eq 2443

deny tcp any eq 2443 any

deny tcp any any eq 5060

deny tcp any eq 5060 any

deny tcp any any eq 5061

deny tcp any eq 5061 any

deny tcp any any eq 1718

deny tcp any eq 1718 any

deny tcp any any eq 1720

deny tcp any eq 1720 any

deny tcp any any eq 2428

deny tcp any eq 2428 any

deny tcp any any eq 443

deny tcp any eq 443 any

deny tcp any any eq 8443

deny tcp any eq 8443 any

deny tcp any any eq 6970

deny tcp any eq 6970 any

deny tcp any any eq 689

deny tcp any eq 689 any

permit tcp any any
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Step 2: Configure WCCP redirection for traffic from the LAN.
Specific interfaces must be identified where traffic to and from the WAN are intercepted.

Traffic from the LAN is intercepted with service 61 inbound on all LAN interfaces. It is not necessary to configure
WCCP interception on voice interfaces and voice VLANS.

If the LAN interface is a Layer 3 interface, define WCCP redirection on the interface directly.

interface Port-Channell

ip wcecp 61 redirect in
If the LAN interface is a VLAN trunk, define WCCP redirection on the data VLAN subinterface.
interface GigabitEthernet0/2.64

ip wcecp 61 redirect in
Step 3: Configure WCCP redirection for traffic from the WAN.

Traffic from the WAN is intercepted with service 62 inbound on all WAN interfaces, including DMVPN tunnel
interfaces (but not their underlying physical interfaces).

Example: MPLS WAN Interface
interface GigabitEthernet0/3

ip wccp 62 redirect in

Example: DMVPN WAN Interface

interface TunnellO

ip wccp 62 redirect in

Step 4: After you make configuration changes, save the configuration.

copy running-config startup-config

Step 5: If you have multiple WAN routers at the site, repeat Step 1 through Step 4 for each WAN router.
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1. Configure remote switch for Cisco SRE
2. Configure the Cisco SRE module
3. Configure the WAAS Node

4. Configure WCCPv2 on routers

Configuring Cisco WAAS on the Cisco Services-Ready
Engine module

Configuration Checklist

The following table specifies the parameters and data, in addition to the universal design parameters, that you
need in order to set up and configure the Cisco SRE module. For your convenience, you can enter your values
in the table and refer to it when configuring the SRE module. The values you enter will differ from those in this
example, which are provided for demonstration purposes only.

Table 19 - Cisco WAAS on the Cisco SRE module network parameters

CVD values CVD values
Parameter primary WAVE secondary WAVE Site-specific values
Switch interface number 1/0/3 1/0/4
VLAN number 64 64
Time zone PST8PDT -8 0 PST8PDT -8 0
IP address 10.5.52.8/24 10.5.52.9/24
Default gateway 10.5.52.1/24 10.5.52.1/24
WAAS Central Manager 10.4.48.100 10.4.48.100

Hostname

RS203-WAVE-SRE-1

RS203-WAVE-SRE-2

IP addresses of routers intercepting

10.255.251.203 (1)

10.255.251.203 (r1)

traffic with WCCP 10.255.253.203 (r2) 10.255.253.203 (r2)
WCCP password clsco123 clsco123
Management network (optional) 10.4.48.0/24 10.4.48.0/24
TACACS shared key (optional) SecretKey SecretKey

Configure remote switch for Cisco SRE

The access switch is the appropriate location to physically connect Cisco SRE modules at single-tier remote
sites. Regardless of the switch type—single switch, switch stack, or modular—this type of connection must use a

Layer 2 access interface.

This guide assumes that the LAN switch has already been configured. Only the procedures required to complete
the connection of the switch to the Cisco WAVE appliances are included. For details on how to configure
switches, see Campus Wired LAN Technology Design Guide.
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Step 1: Connect the Cisco WAVE appliance’s external Ethernet port to an Ethernet port on the remote site’s
access switch, and then return the switchport configuration to the default.

default interface GigabitEthernetl1/0/3

Step 2: Define the switchport in the remote-site access switch as an access port for the data VLAN, and then
apply port-security and QoS configuration.

interface GigabitEthernetl/0/3

description Link to WAVE

switchport access vlan 64

switchport host

ip arp inspection trust

logging event link-status

macro apply EgressQoS

no shutdown

Configure the Cisco SRE module

This guide assumes that the router has already been configured. Only the procedures required to support the
integration of Cisco WAAS into the deployment are included. For details on how to configure the WAN router, see
the MPLS WAN Technology Design Guide or VPN WAN Technology Design Guide.

You can use a variety of Cisco WAVE appliances or Cisco SRE form-factors for the remote-site Cisco WAAS
equipment in this design, depending on the performance requirements.

You can insert the Cisco SRE modules directly into a corresponding module slot in the remote-site router and
configure them somewhat differently from the appliances. If you are using an appliance, you can follow the
Configuring the Cisco WAVE Appliance process with remote-site addressing parameters.

Although the remote-site router can potentially communicate directly with the Cisco SRE module by using

the router backplane, this design uses the external interfaces on the modules, which allows for a consistent
design implementation regardless of the chosen Cisco WAVE device. You must enable the service module (SM)
interface and assign an arbitrary (locally significant only) IP address in order for the SM interface to be accessed
through a console session from the host router.

You must connect the external interface to the data network on the access or distribution switch for this
configuration to work properly.

If AAA is enabled on the router, configuring an exemption on the router is required. If you do not configure

an exemption, you will be prompted for both a router login and a Cisco WAAS login, which can be confusing.
Disabling the initial router authentication requires that you create an AAA method, which you then apply to the
specific line configuration on the router associated with the Cisco SRE module.

Step 1: On the host router, configure console access and Cisco SRE module IP addresses. This permits console
access to the SRE modules.

interface SM1/0

ip address 192.0.2.2 255.255.255.252

service-module external ip address 10.5.52.8 255.255.255.0

service-module ip default-gateway 10.5.52.1

no shutdown
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Tech Tip

The IP address assigned 192.0.2.2 to SM/0 is arbitrary in this design and only locally
significant to the host router.

Next, if AAA has been enabled on the router, you will configure an AAA exemption for Cisco SRE devices.

If you are not using AAA services, skip to Step 6.

Step 2: If you are using AAA services, create the AAA login method.

aaa authentication login MODULE none

Step 3: Determine which line number is assigned to Cisco SRE module. The example output below shows line
67.
RS203-2921-1# show run | begin line con 0
line con 0
logging synchronous
line aux 0
line 67
no activation-character
no exec
transport preferred none
transport input all
transport output pad telnet rlogin lapb-ta mop udptn v120 ssh
stopbits 1
flowcontrol software
line vty 0 4
transport preferred none

transport input ssh

Step 4: Restrict access to the Cisco SRE console by creating an access list. The access-list number is arbitrary,
but the IP address must match the address assigned to the SM interface in Step 1.

access—-list 67 permit 192.0.2.2

Step 5: Assign the method to the appropriate line.
line 67
login authentication MODULE
access-class 67 in

transport output none

Step 6: Connect to the Cisco WAVE console by using a session from the host router.

After the IP address is assigned, and the interface is enabled, it is possible to open a session on the Cisco WAVE
appliance and run the setup script. For all WAVE devices, the factory default username is admin, and the factory
default password is default.
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If you are using secure user authentication on the router and have not created an AAA exemption, you must first
authenticate with a valid router login credential before logging into the Cisco WAVE console session.

RS203-2921-1# service-module sm 1/0 session

Step 7: Login to the Cisco WAVE console.

The factory default username is admin and the factory default password is default.

Configure the WAAS Node

Step 1: In the command line interface, enter setup. The initial setup utility starts.

Parameter Default Value

Device Mode Application Accelerator

Interception Method WCCP

2. Time Zone UTC 0 O
3. Management Interface GigabitEthernet 1/0 (internal)
Autosense Disabled
DHCP Disabled
ESC Quit ? Help WAAS Default Configuration

Press ‘y’ to select above defaults, '‘n’ to configure all, <1-3> to changespecific
default [y]: n

Step 2: Configure the interception method.

1. WCCP
2. AppNav Controller
3. Other

Select Interception Method [1]: 1

Step 3: Configure the time zone.

Enter Time Zone <Time Zone Hours (-23 to 23) Minutes (0-59)> [UTC 0 0]:
PST8PDT -8 0

Step 4: Configure the management interface, IP address, and default gateway.

This design uses the external interface as the management interface.

No. Interface Name IP Address Network Mask
1. GigabitEthernet 1/0 unassigned unassigned (internal)
2. GigabitEthernet 2/0 dhcp (external)

Select Management Interface [1]: 2
Enable Autosense for Management Interface? (y/n)[yl: y

Enable DHCP for Management Interface? (y/n)[y]l: n
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:n Tech Tip

If you receive the following warning, you may disregard it because the IP address
configuration was provided previously.
*** You have chosen to disable DHCP! Any network configuration
learnt from DHCP server will be unlearnt! SETUP will indicate
failure as the management interface cannot be brought up -
Please make sure WAVE Management Interface IP address and
Default Gateway are configured from the Router; Press ENTER to

continue:

Step 5: Configure the Cisco WAAS Central Manager address.

Enter Central Manager IP Address (WARNING: An invalid entry will cause SETUP to
take a long time when applying WAAS configuration) [None]: 10.4.48.100

Step 6: Configure DNS, host, and NTP settings.
Enter Domain Name Server IP Address [Not configured]: 10.4.48.10

Enter Domain Name (s) (Not configured): cisco.local
Enter Host Name (None): RS203-WAVE-SRE-1
Enter NTP Server IP Address [None]: 10.4.48.17

Step 7: Configure the WCCP router list.

Enter WCCP Router (max 4) IP Address list (ipl ip2 ...) []: 10.255.251.203
10.255.253.203

Step 8: Select the appropriate license.
The product supports the following licenses:
1. Transport
2. Enterprise
3. Enterprise & Video

Enter the license(s) you purchased [2]: 2

Step 9: Verify the configuration settings.

Parameter Configured Value
1. Interception Method WCCP
2. Time Zone PST8PDT -8 O
3. Management Interface GigabitEthernet 2/0 (external)
4. Autosense Enabled
5. DHCP Disabled
IP Address 10.5.52.8
IP Network Mask 255.255.255.0
IP Default Gateway 10.5.52.1
CM IP Address 10.4.48.100
DNS IP Address 10.4.48.10
Domain Name (s) cisco.local
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9. Host Name RS203-WAVE-SRE-1

10. NTP Server Address 10.4.48.17

11. WCCP Router List 10.255.251.203 10.255.253.203
12. License Enterprise

ESC Quit ? Help ! CLI ———— WAAS Final Configuration

Press ‘y’ to select configuration, <F2> to see all configuration, ‘d’ to toggle
defaults display, <1-12> to change specific parameter [y]: y

Router WCCP configuration
First WCCP router IP in the WCCP router list seems to be an external address;
WCCP configuration on external routers is not allowed through SETUP. Please press
ENTER to apply WAAS configuration on WAVE
Applying WAAS configuration on WAE
May take a few seconds to complete
WAAS configuration applied successfully!!
Saved configuration to memory.

Press ENTER to continue

When you are prompted with a recommended router WCCP configuration template, you don’t have to retain the
information. This router configuration is covered in depth in a following procedure.

Step 10: In the EXEC mode, enable the propagation of local configuration changes to the Cisco WAAS Central
Manager.

cms lcm enable

Step 11: Configure the GRE-negotiated return. All Cisco WAVE devices use GRE-negotiated return with their
respective WCCP routers.

no wccp tcp-promiscuous service-pair 1 2

wccp tcp-promiscuous service-pair 61 62 redirect-method gre

wccp tcp-promiscuous service-pair 61 62 egress-method wccp-gre

Step 12: Configure the WCCP router list. This design uses authentication between the routers and Cisco WAVE
appliances.

If any of the WCCP routers are Cisco ASR1000 Series routers, then change the default setting of hash-
source-ip to mask-assign. This change must be made for WCCP to operate properly and is made on the Cisco
WAVE appliances, not on the routers.

wccp tcp-promiscuous service-pair 61 62 router-list-num 7
wccp tcp-promiscuous service-pair 61 62 assignment-method mask
wccp tcp-promiscuous service-pair 61 62 password clscol23
wccp tcp-promiscuous service-pair 61 62 enable
All other router platforms can use the default setting:

wccp tcp-promiscuous service-pair 61 62 router-list-num 7
wccp tcp-promiscuous service-pair 61 62 password clscol23

wccp tcp-promiscuous service-pair 61 62 enable

Next, you will configure device management protocols.

Step 13: Log in to the Cisco WAVE appliance.
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Step 14: Generate the RSA key and enable the sshd service. This enables SSH.
ssh-key-generate key-length 2048
sshd enable

no telnet enable

Step 15: Enable Simple Network Management Protocol (SNMP) in order to allow the network infrastructure
devices to be managed by a Network Management System (NMS), and then configure SNMPv2c both for a
read-only and a read-write community string.

snmp-server community cisco

snmp-server community ciscol23 RW

Step 16: If you want to limit access to the appliance, configure management ACLs.

In networks where network operational support is centralized, you can increase network security by using an
access list to limit the networks that can access your device. In this example, only devices on the 10.4.48.0/24
network are able to access the device via SSH or SNMP.

ip access-list extended 155

permit tcp 10.4.48.0 0.0.0.255 any eq ssh

deny tcp any any eqg ssh

permit ip any any

exit

interface GigabitEthernet 1/0

ip access-group 155 in

exit

!

ip access-list standard 55

permit 10.4.48.0 0.0.0.255

exit

snmp-server access-list 55

Step 17: If you have a centralized TACACS+ server, enable AAA authentication for access control. This
configures secure user authentication as the primary method for user authentication (login) and user
authorization (configuration). AAA controls all management access to the Cisco WAAS and Cisco WAVE devices
(SSH and HTTPS).

:ﬂ Tech Tip

A factory default local admin user was created on the Cisco WAAS and Cisco WAVE
appliances during setup. This user account provides the ability to manage the device in
case the centralized TACACS+ server is unavailable or if you do not have a TACACS+
server in your organization.

tacacs key SecretKey

tacacs password ascii

tacacs host 10.4.48.15 primary

!

authentication login local enable secondary

authentication login tacacs enable primary
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authentication configuration local enable secondary
authentication configuration tacacs enable primary

authentication fail-over server-unreachable

Step 18: After you make configuration changes, in the EXEC mode, save the configuration.
copy running-config startup-config

Each Cisco WAVE appliance registers with the Cisco WAAS Central Manager as it becomes active on the
network.

Step 19: If you want to verify the Cisco WAVE registration, on the respective WAVE appliance or via the web
interface to the Cisco WAAS Central Manager, enter show cms info.

Step 20: When this configuration is complete, press the escape sequence Ctrl+Shift+6 and then enter x. The
command line of the host router returns.

:ﬂ Tech Tip

If you are using a terminal server the escape sequence is slightly different. Press
and hold the escape sequence Ctrl+Shift, enter 6, enter 6 again, release the key
combination, and then enter x. Entering 6 once returns you to the terminal server;
entering 6 twice returns you to the host router.

Step 21: If you are deploying a cluster of Cisco WAAS nodes, repeat Procedure 1 through Procedure 3 for the
remaining nodes.

Configure WCCPv2 on routers

In this design, WCCP diverts network traffic destined for the WAN to the Cisco WAAS system for optimization.
This method provides for a clean deployment with minimal additional cabling, and it requires both the WAN-
aggregation and remote-site routers to be configured for WCCP.

This guide assumes that the router has already been configured. Only the procedures required to support
the integration of Cisco WAAS into the deployment are included. Full details on WAN router configuration are
included in the MPLS WAN Technology Design Guide or VPN WAN Technology Design Guide.

Step 1: Configure global WCCP parameters, enable services 61 and 62, and then configure a group list and
password. Permit only the on-site Cisco WAVE appliances in the group list in order to prevent unauthorized Cisco
WAVE devices from joining the WAAS cluster.

You must enable services 61 and 62 for WCCP redirect for Cisco WAAS. These services should be using WCCP
Version 2. As a best practice, exempt certain critical traffic types and other protocols which can not be optimized
from WCCP redirect by using a redirect list. A detailed listing is included in Table 11 and Table 12.

ip wccp source-interface Loopback0

ip wccp 61 redirect-list WAAS-REDIRECT-LIST group-list WAVE password clscol23

ip wcep 62 redirect-list WAAS-REDIRECT-LIST group-list WAVE password clscol23

!

ip access-list standard WAVE

permit 10.5.52.8
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permit 10.5.52.9

ip access-list extended WAAS-REDIRECT-LIST
remark WAAS WCCP Redirect List
deny tcp any any eq 22
deny tcp any eq 22 any
deny tcp any eq telnet any
deny tcp any any eq telnet
deny tcp any eq tacacs any
deny tcp any any eq tacacs
deny tcp any eq bgp any
deny tcp any any eq bgp
deny tcp any any eq 123
deny tcp any eq 123 any
deny tcp any any eq 161
deny tcp any eq 161 any
deny tcp any any eq 162
deny tcp any eq 162 any
deny tcp any any eq 2000
deny tcp any eq 2000 any
deny tcp any any eq 2443
deny tcp any eq 2443 any
deny tcp any any eq 5060
deny tcp any eq 5060 any
deny tcp any any eq 5061
deny tcp any eq 5061 any
deny tcp any any eq 1718
deny tcp any eq 1718 any
deny tcp any any eq 1720
deny tcp any eq 1720 any
deny tcp any any eq 2428
deny tcp any eq 2428 any
deny tcp any any eq 443
deny tcp any eq 443 any
deny tcp any any eq 8443
deny tcp any eq 8443 any
deny tcp any any eq 6970
deny tcp any eq 6970 any
deny tcp any any eq 689
deny tcp any eq 689 any
permit tecp any any

Step 2: Configure WCCP redirection for traffic from the LAN.
Specific interfaces must be identified where traffic to and from the WAN are intercepted.

Traffic from the LAN is intercepted with service 61 inbound on all LAN interfaces. It is not necessary to configure
WCCP interception on voice interfaces and voice VLANS.
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If the LAN interface is a Layer 3 interface, define WCCP redirection on the interface directly.

interface Port-Channel 1

ip wccp 61 redirect in
If the LAN interface is a VLAN trunk, define WCCP redirection on the data VLAN subinterface.
interface GigabitEthernet0/2.64

ip wcecp 61 redirect in

Step 3: Configure WCCP redirection for traffic from the WAN.

Traffic from the WAN is intercepted with service 62 inbound on all WAN interfaces, including DMVPN tunnel
interfaces (but not their underlying physical interfaces).

Example: MPLS WAN Interface
interface GigabitEthernet 0/3

ip wecep 62 redirect in

Example: DMVPN WAN Interface

interface Tunnel 10

ip wccp 62 redirect in

Step 4: After you make configuration changes, save the configuration.

copy running-config startup-config

Step 5: If you have multiple WAN routers at the site, repeat Step 1 through Step 4 for each WAN router.

Configuring Cisco WAAS Express

1. Configure the Central Manager for WAASx
Create WAAS Central Manager user

Enable WAAS Express on the remote-site router

&= W

Register the router to the WAAS Central Manager

Configuration Checklist

The following table specifies the parameters and data, in addition to the universal design parameters, that you
need in order to set up and configure Cisco WAAS Express. For your convenience, you can enter your values in
the table and refer to it when configuring the router. The values you enter will differ from those in this example,
which are provided for demonstration purposes only.

Table 20 - Cisco WAAS Express network system parameters checklist

CVD values
Parameter primary WAVE Site-specific values
WAAS Central Manager 10.4.48.100
WAASX username waascm
WAASX password clscol123
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Configure the Central Manager for WAASXx

You can use the Cisco WAAS Central Manager to centrally manage WAASX routers, similar to a Cisco WAVE
appliance. You must define a user name and password for the WAAS Central Manager to use to access the
WAASX routers for monitoring and management. You secure these communications by using HTTPS, which
requires the use of digital certificates.

To enable secure communications between the Cisco WAAS Central Manager and the router requires that you
install the digital certificate from the WAAS Central Manager on each of the WAASX routers. The certificate
can be exported in privacy enhanced mail (PEM) base64 format. This command is available through the device
command line interface.

In this procedure, you will configure login and password credentials for the Cisco WAASX router by using the
Cisco WAAS Central Manager web interface (https://waas-wcm-1.cisco.local:8443) and you will export the
Cisco WAAS Central Manager certificate necessary to ensure secure communication between the Cisco WAAS
Central Manager and the WAASKX routers in your deployment.

Step 1: In Cisco WAAS Central Manager, navigate to Admin > Security > Cisco I0S Router Global Credentials.
Enter the appropriate user name and password that you also plan to configure on the Cisco WAASXx router or on
the central AAA server. (Example: user name waascm and password c1sco123)

Home Device Groups  Devices  AppMav Clusters  Locations
e Area Application Services ———
pe Dashboard  Configure | v Monitor | v Admin| v

Home » Admin > Security > Cisco I0S Router Global Credentials

& Pint [ Remove Settings @ Refresh

User Marne: i User Name is required if ip hittp authentication local/aaa’ is configured on Cisco 105 router(s),
Passworc * [aonesnsusmese

i Configuring global credentials will not be applied on the Cisco 105 router(s). Performing changes to credentials may impact commurnication between Central Manager and Cisco 105 router,
B | Reset |

Create WAAS Central Manager user

There are two options when you are creating the Cisco WAAS Central Manager account. If you want to create
the account locally on each WAAS Express router, complete Option 1. If you want to create it once on the central
AAA server, complete Option 2.

As networks scale in the number of devices to maintain, there is an operational burden to maintain local user
accounts on every device. A centralized authentication, authorization and accounting (AAA) service reduces

operational tasks per device and provides an audit log of user access for security compliance and root cause
analysis.

Be aware that if AAA is used for router administration, centralized AAA must also be used for the WAAS Central
Manager user.

Option 1: Create a local user account

Step 1: Create a local user on the remote-site router.

username waascm privilege 15 password clscol23
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Option 2: Create a centralized AAA account

The Cisco Secure ACS internal identity store can contain all the network administrator accounts or just accounts
that require a policy exception if an external identity store (such as Microsoft Active Directory) is available. A
common example of an account that would require an exception is one associated with a network management
system that allows the account to perform automated configuration and monitoring.

Step 1: Navigate and log in to the Cisco Secure ACS Administration page. (Example: https://acs.cisco.local)
Step 2: Navigate to Users and ldentity Stores > Internal Identity Stores > Users.
Step 3: Click Create.

Step 4: Enter a name, description, and password for the user account. (Example: user name waascm and
password ¢c1sco123)

e —
General

“ Name: waascm Status: Enabled + @

Description:  WAAS Central Manager user

“* Identity Group: All Groups Select
Password Information Enable Password Information
Password must: Password must
=« Contain 4 - 32 characters « Contain 4 - 32 characters
# Password Typs: Internal Users Select Enable Password:
% Password: FTTTTrT Confirm Password: I
# Confirm Password: sessssns

‘Change password on next login

User Information
There are no additional identity attributes defined for user records

# = Required fields

[suom | cance

Step 5: To the right of Identity Group, click Select.
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Step 6: Select Network Admins, and then click OK.

Fitter: | | matchir: | =l o+

Name +  Description
 w Al Groups Identity Group Root
« Helpdesk Users who are allowed to login to a device but not make changes
o

create | Duplicate | [ File operations | Export |

Step 7: Click Submit.

Enable WAAS Express on the remote-site router

This guide assumes that the router has already been configured. Only the procedures required to support
the integration of Cisco WAAS into the deployment are included. Full details on WAN router configuration are
included in the MPLS WAN Technology Design Guide or VPN WAN Technology Design Guide.

If you want to turn on the embedded WAN optimization, you must enable Cisco WAAS optimization on the
router’'s WAN interface. The same Cisco WAAS Central Manager used with Cisco WAVE devices can also
centrally manage WAASX. The router must also be properly configured to communicate securely with the WAAS
Central Manager.

Note the following:

- Cisco WAASKX is a specially licensed feature. This license must be installed on a router with sufficient
DRAM to support the WAASXx functionality.

- Cisco WAASX routers must be configured with maximum DRAM.

- WCCP redirection is not used for a Cisco WAASx implementation. There is no need to redirect traffic to
an external device, because all traffic optimization is performed on the router.

Step 1: On a remote-site router, enable Cisco WAAS with WAN interface GigabitEthernet0/0.

interface GigabitEthernet0/0
waas enable
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Register the router to the WAAS Central Manager

Step 1: Verify SSH and HTTPS servers are enabled on the router. If not already configured, configure these
services now.

Tech Tip

-

Secure HTTP (HTTPS) and Secure Shell (SSH) are secure replacements for the HTTP
and Telnet protocols. They use Secure Sockets Layer (SSL) and Transport Layer
Security (TLS) to provide device authentication and data encryption.

Secure management of the network device is enabled through the use of the SSH
and HTTPS protocols. Both protocols are encrypted for privacy and the nonsecure
protocols, Telnet and HTTP, are turned off.

Specify the transport preferred none on vty lines to prevent errant connection attempts from the CLI prompt.
Without this command, if the ip name-server is unreachable, long timeout delays may occur for mistyped
commands.

ip domain-name cisco.local

no ip http server

ip http secure-server

line vty 0 15

transport input ssh

transport preferred none

Step 2: If you are using AAA authentication, configure the HTTP server to use AAA.

ip http authentication aaa

Step 3: Log in to the Cisco WAAS Central Manager through the web interface (for example, https://waas-wcm-1.
cisco.local:8443).
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Step 4: Navigate to Admin>Registration>Cisco I0OS Routers.

Home  Device Groups  Devices  AppMav Clsters  Locations admin SIS0
lication Services
e Dashboard  Configure | v Wonitor [ v admin| v

Cisca 105 Router Registration

Router 1P address entry method: (&) Manual O Tmport C5W fle

1P Addressies): ' Camma separated list up to S0 entries

T —

HTTP Authentication Type: [lod T[4
Central Manager IP Address: * 10.4.48.100 i Update the Central Manager IP Address if NATed environment is Lsed,

7/55H 1 or S5H v2 must be enabled on routers
i These credentials are used once to register all the listed routers, which should have the same credentials,
i These credentials are not used for communication between the Central Manager and the routers after registration finishes,

Register Retry | | Reset |
Reqistration Stats Total o
IP Adcress Hostrame Router type Status

Mo data available

Step 5: Enter the management information of the Cisco WAAS Express remote-site routers, then click Register.
You may enter the IP addresses of multiple routers (separated by a comma) if they share the same authentication
credentials.

Router IP address entry method—Manual
IP Address(es)—10.255.251.204
Username—waascm
Password—c1sco123

Enable Password—c1sco123

HTTP Authentication Type—AAA

Central Manager IP Address—10.4.48.100
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Home Device Groups  Devices  AppMav Clusters  Locations

pplication Services ——————
G Dashboard — Configure | v Monitor [ v adnin [+

Horne = Admin = Registration = Cisco I0S Routers

Cisco I0S Router Registration

Router 1P address entry method: @ Manual O Import CSV file

10.255.251.204

IP address(es): y i Comma separated list up to S0 entries

Usernarne: | WaAASCM |

Password: [svereane |

Enable Password: | i |

HTTP Authentication Type: [maa =]

Central Manager IP Address; * | 10.4.42,100 | i Update the Central Manager [P Address if NATed environment is used.

i 55H v1 or 55H v2 must be enabled on routers,
i These credentials are used once to register all the listed routers, which should have the same credentials,
i These credentials are not used for communication between the Central Manager and the routers after registration finishies.,

Retry Reset |

Registration Status Total 0

IP &ddress Hostname Router type Status
Mo data avallable

Step 6: Verify successful registration.

Reqistration Status Total 1
IP &ddress Hostharme Router type Status
10,255.251.204 RS204-1941 WAAS Exprass «  Cuccessfully processed the registration request
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Appendix A: Product List

WAAS Central Manager

Functional Area Product Description Part Numbers Software
Central Manager Appliance Cisco Wide Area Virtualization Engine 694 WAVE-694-K9 5.3.1
Cisco Wide Area Virtualization Engine 594 WAVE-594-K9
Cisco Wide Area Virtualization Engine 294 WAVE-294-K9
Central Manager Virtual Appliance | Virtual WAAS Central Manager WAAS-CM-VIRT-K9 5.3.1
License to manage up to 2000 WAAS Nodes LIC-VCM-2000N
License to manage up to 100 WAAS Nodes LIC-VCM-100N
WAAS Aggregation
Functional Area Product Description Part Numbers Software
AppNav Controller Appliance WAVE-594 bundled with 4port 10 Gigk AppNav IOM | WAVE-APNV-10GE 5.3.1

Cisco Wide Area Virtualization Engine 8541

WAVE-8541-K9

Cisco Wide Area Virtualization Engine 7571

WAVE-7571-K9

Cisco Wide Area Virtualization Engine 7541

WAVE-7541-K9

Cisco Wide Area Virtualization Engine 694

WAVE-694-K9

AppNav IOM for WAVE - 12 port GigE copper

WAVE-APNV-GE-12T

AppNav IOM for WAVE - 12 port Gige SFP

WAVE-APNV-GE12SFP

AppNav-XE Controller

Aggregation Services 1002X Router

ASR1002X-5G-VPNK9

IOS-XE 15.3(3)S

Aggregation Services 1002 Router

ASR1002-5G-VPN/K9

Advanced Enterprise

Appliance

license
Aggregation Services 1001 Router ASR1001-2.5G-VPNK9
Application Accelerator Appliance Cisco Wide Area Virtualization Engine 8541 WAVE-8541-K9 5.3.1
Cisco Wide Area Virtualization Engine 7571 WAVE-7571-K9
Cisco Wide Area Virtualization Engine 7541 WAVE-7541-K9
Cisco Wide Area Virtualization Engine 694 WAVE-694-K9
Cisco Wide Area Virtualization Engine 594 WAVE-594-K9
Application Accelerator Virtual Virtual WAAS WAAS-ENT-VIRT-K9 5.3.1

License for 50000 optimized connections

LIC-50K-VWAAS

License for 12000 optimized connections

LIC-12K-VWAAS

License for 6000 optimized connections

LIC-6K-VWAAS

License for 2500 optimized connections

LIC-2500-VWAAS

License for 1300 optimized connections

LIC-1300-VWAAS

License for 750 optimized connections

LIC-750-VWAAS
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WAAS Remote Site

Functional Area Product Description

Part Numbers

Software

Application Accelerator Appliance Cisco Wide Area Virtualization Engine 694

WAVE-694-K9

5.3.1

Cisco Wide Area Virtualization Engine 594

WAVE-594-K9

Cisco Wide Area Virtualization Engine 294

WAVE-294-K9

Application Accelerator Virtual Virtual WAAS 5.3 SW image.

Appliance (C2911-AX/K9, C2921-AX/K9 and C2951-AX/K9
include 1300 connection RTU license for VWAAS.
C3925-AX/K9 and C3945-AX/K9 include 2500
connection RTU license for vVWAAS.)

SF-VWAAS-5.3-K9

5.3.1

Cisco UCS E-Series Double-Wide Server Blades, Intel
Xeon E5-2400 Six Core processor, 8GB RAM, 2 SD
cards, PCle card

UCS-E160DP-M1/K9

Cisco UCS E-Series Double-Wide Server Blades, Intel
Xeon E5-2400 Six Core processor, 8GB RAM, 2 SD
cards

UCS-E160D-M1/K9

Cisco UCS E-Series Double-Wide Server Blades, Intel
Xeon E5-2400 Quad Core processor, 8GB RAM, 2 SD
cards, PCle card

UCS-E140DP-M1/K9

Cisco UCS E-Series Double-Wide Server Blades, Intel
Xeon E5-2400 Quad Core processor, 8GB RAM, 2 SD
cards

UCS-E140D-M1/K9

Cisco UCS E-Series Single-Wide Server Blades, Intel
Xeon E3 Quad Core processor, 8GB RAM, 2 SD cards

UCS-E140S-M1/K9

Remote-Site WAVE SRE Cisco WAAS 5.3 SRE SW image.

(C2911-AX/K9, C2921-AX/K9 and C2951-AX/K9
include 1300 connection RTU license for WAAS.
C3925-AX/K9 and C3945-AX/K9 include 2500
connection RTU license for WAAS.)

SF-WAAS-5.3-SM-K9

531

Cisco SRE 910 with 4-8 GB RAM, 2x 500 GB 7,200
rpm HDD, RAID 0/1, dual-core CPU configured with
ISR G2

SM-SRE-910-K9

Cisco SRE 710 with 4 GB RAM, 500 GB 7,200 rpm
HDD, single-core CPU configured with Cisco ISR G2

SM-SRE-710-K9

Remote-Site WAAS Express Cisco ISR 1941 Router w/ 2 GE, 2 EHWIC slots,
256MB CF, 2.5GB DRAM, IP Base, DATA, SEC, AX
license with; AVC and WAAS-Express

C1941-AX/K9

15.2(4)M4
securityk9 license
datak9 license

WAN Aggregation
Functional Area Product Description Part Numbers Software
WAN-aggregation Router Aggregation Services 1002X Router ASR1002X-5G-VPNK9 IOS-XE 15.3(3)S

Aggregation Services 1002 Router

ASR1002-5G-VPN/K9

Advanced Enterprise
license

Aggregation Services 1001 Router

ASR1001-2.5G-VPNK9

WAN-aggregation Router Cisco 3945 Security Bundle w/SEC license PAK

CISCO3945-SEC/K9

15.2(4)M4

Cisco 3925 Security Bundle w/SEC license PAK

CISCO3925-SEC/K9

securityk9 license
datak9 license

Data Paper PAK for Cisco 3900 series

SL-39-DATA-K9
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WAN Remote Site

Functional Area

Product Description

Part Numbers

Software

Modular WAN Remote-site Router

Cisco ISR 3945 w/ SPE150, 3GE, 4EHWIC, 4DSP,
4SM, 256MBCF, 1GBDRAM, IP Base, SEC, AX
licenses with; DATA, AVC, and WAAS/VWAAS with
2500 connection RTU

C3945-AX/K9

15.2(4)M4
securityk9 license
datak9 license

Cisco ISR 3925 w/ SPE100 (3GE, 4EHWIC,
4DSP, 2SM, 256MBCF, 1GBDRAM, IP Base, SEC,
AXlicenses with; DATA, AVC, WAAS/VWAAS with
2500 connection RTU

C3925-AX/K9

Cisco ISR 2951 w/ 3 GE, 4 EHWIC, 3 DSP, 2 SM,
256MB CF, 1GB DRAM, IP Base, SEC, AX license
with; DATA, AVC, and WAAS/VWAAS with 1300
connection RTU

C2951-AX/K9

Cisco ISR 2921 w/ 3 GE, 4 EHWIC, 3 DSP, 1 SM,
256MB CF, 1GB DRAM, IP Base, SEC, AX license
with; DATA, AVC, and WAAS/VWAAS with 1300
connection RTU

C2921-AX/K9

Cisco ISR 2911 w/ 3 GE,4 EHWIC, 2 DSP, 1 SM,
256MB CF, 1GB DRAM, IP Base, SEC, AX license
with; DATA, AVC and WAAS/VWAAS with 1300
connection RTU

C2911-AX/K9

Cisco ISR 1941 Router w/ 2 GE, 2 EHWIC slots,
256MB CF, 2.5GB DRAM, IP Base, DATA, SEC, AX
license with; AVC and WAAS-Express

C1941-AX/K9

Fixed WAN Remote-site Router

Cisco 881 SRST Ethernet Security Router with FXS
FXO 802.11n FCC Compliant

C881SRST-K9

15.2(4)M4
securityk9 license
datak9 license
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LAN Access Layer

Functional Area

Product Description

Part Numbers

Software

Modular Access Layer Switch

Cisco Catalyst 4507R+E 7-slot Chassis with 48Gbps
per slot

WS-C4507R+E

3.4.0.5G(15.1-2SG)
IP Base license

Cisco Catalyst 4500 E-Series Supervisor Engine 7L-E

WS-X45-SUP7L-E

Cisco Catalyst 4500 E-Series 48 Ethernet
10/100/1000 (RJ45) PoE+ ports

WS-X4648-RJ45V+E

Cisco Catalyst 4500 E-Series 48 Ethernet
10/100/1000 (RJ45) PoE+,UPOE ports

WS-X4748-UPOE+E

Stackable Access Layer Switch

Cisco Catalyst 3850 Series Stackable 48 Ethernet
10/100/1000 PoE+ ports

WS-C3850-48F

3.2.1SE(15.0-1EX71)
IP Base license

Cisco Catalyst 3850 Series Stackable 24 Ethernet
10/100/1000 PoE+ Ports

WS-C3850-24P

Cisco Catalyst 3850 Series 2 x 10GE Network Module

C3850-NM-2-10G

Cisco Catalyst 3850 Series 4 x 1GE Network Module

C3850-NM-4-1G

Cisco Catalyst 3750-X Series Stackable 48 Ethernet
10/100/1000 PoE+ ports

WS-C3750X-48PF-S

15.0(2)SE2
IP Base license

Cisco Catalyst 3750-X Series Stackable 24 Ethernet
10/100/1000 PoE+ ports

WS-C3750X-24P-S

Cisco Catalyst 3750-X Series Two 10GbE SFP+ and C3KX-NM-10G
Two GbE SFP ports network module
Cisco Catalyst 3750-X Series Four GbE SFP ports C3KX-NM-1G

network module

Standalone Access Layer Switch

Cisco Catalyst 3560-X Series Standalone 48 Ethernet
10/100/1000 PoE+ ports

WS-C3560X-48PF-S

15.0(2)SE2
IP Base license

Cisco Catalyst 3560-X Series Standalone 24 Ethernet
10/100/1000 PoE+ ports

WS-C3560X-24P-S

Cisco Catalyst 3750-X Series Two 10GbE SFP+ and C3KX-NM-10G
Two GbE SFP ports network module
Cisco Catalyst 3750-X Series Four GbE SFP ports C3KX-NM-1G

network module

Stackable Access Layer Switch

Cisco Catalyst 2960-S Series 48 Ethernet
10/100/1000 PoE+ ports and Two 10GbE SFP+ Uplink
ports

WS-C2960S-48FPD-L

15.0(2)SE2
LAN Base license

Cisco Catalyst 2960-S Series 48 Ethernet
10/100/1000 PoE+ ports and Four GbE SFP Uplink
ports

WS-C2960S-48FPS-L

Cisco Catalyst 2960-S Series 24 Ethernet
10/100/1000 PoE+ ports and Two 10GbE SFP+ Uplink
ports

WS-C2960S-24PD-L

Cisco Catalyst 2960-S Series 24 Ethernet
10/100/1000 PoE+ ports and Four GbE SFP Uplink
ports

WS-C2960S-24PS-L

Cisco Catalyst 2960-S Series Flexstack Stack Module

C2960S-STACK
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Appendix B: Changes

This appendix summarizes the changes to this guide since the previous Cisco CVD series.
- We added functional summary of AppNav and its components to the design overview.
- We updated the Cisco WAAS software version to 5.3.1.
- We updated the Cisco ASR1000 Series router software to 15.3(3)S0.
- We update the Cisco ISR G2 Series router software to 15.2(4)M4.
- We added two new WAN aggregation design models:
o AppNav Off Path
o AppNav-XE
- We added the AppNav controller /O module to support the AppNav Off Path design model.
- We added support for Cisco VWAAS at the primary site.

- We added support for Cisco VWAAS at remote sites using the UCS E-Series module on the Cisco ISR-
G2 2900 Series and 3900 Series routers.

- We simplified the configuration procedures for Cisco WAAS Express.
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Appendix C: Configuration
Examples

Central Manager

WAAS Central Manager (VWAAS)
! waas-universal-k9 version 5.3.1 (build b20 Aug 4 2013)
|
device mode central-manager
|
|
!
hostname WAAS-WCM-1
!
clock timezone PST8PDT -8 0
|
!
ip domain-name cisco.local
!

!
primary-interface Virtual 1/0
!
interface Virtual 1/0
ip address 10.4.48.100 255.255.255.0
ip access-group 155 in
exit
interface Virtual 2/0
shutdown
exit
!
ip default-gateway 10.4.48.1
!
!
! ip path-mtu-discovery is disabled in WAAS by default
!
ip name-server 10.4.48.10
|
!
ip access-1list standard 55
permit 10.4.48.0 0.0.0.255
exit
|
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ip access-list extended 155

permit tcp 10.4.48.0 0.0.0.255 any eq ssh
deny tcp any any eq ssh

permit ip any any

exit

|

1

ntp server 10.4.48.17

!

|

|

1

username admin password 1 ****

username admin privilege 15

!

snmp-server community cisco

snmp-server community ciscol23 rw
snmp-server access-list 55

|

|

1

tacacs key ****

tacacs password ascii

tacacs host 10.4.48.15 primary

!

authentication login local enable secondary
authentication login tacacs enable primary
authentication configuration local enable secondary
authentication configuration tacacs enable primary
authentication fail-over server-unreachable
|

1

no telnet enable

!

sshd enable

|

!

cms enable

|

|

! End of WAAS configuration
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WCCP Design Model

Primary Site WAAS Node

! waas-universal-k9 version 5.3.1 (build b20 Aug 4 2013)
!

device mode application-accelerator
!

interception-method wccp

!

1

hostname WAE-7341-1

!

clock timezone PST8PDT -8 O

|

!

ip domain-name cisco.local

|

!

primary-interface PortChannel 1
!

interface PortChannel 1

ip address 10.4.32.161 255.255.255.192
ip access-group 155 in

exit

!

interface GigabitEthernet 1/0
channel-group 1

exit

interface GigabitEthernet 2/0
channel-group 1

exit

!

ip default-gateway 10.4.32.129
!

!

no auto-register enable

!

! ip path-mtu-discovery is disabled in WAAS by default
!

ip name-server 10.4.48.10

|

1

ip access-list standard 55
permit 10.4.48.0 0.0.0.255
exit

|
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ip access-list extended 155

permit tcp 10.4.48.0 0.0.0.255 any eq ssh
deny tcp any any eq ssh

permit ip any any

exit

|

!
ntp server 10.4.48.17

|

1
wccp router-list 7 10.4.32.241 10.4.32.242 10.4.32.243
wccp tcp-promiscuous service-pair 61 62
router-list-num 7

password ****

redirect-method gre

egress-method wccp-gre

enable

exit

|

!

!
username admin password 1 ****
username admin privilege 15

!

snmp-server community cisco

snmp-server community ciscol23 rw
snmp-server access-1list 55

|

|

1

tacacs key ****

tacacs password ascii

tacacs host 10.4.48.15 primary

!

authentication login local enable secondary
authentication login tacacs enable primary
authentication configuration local enable secondary
authentication configuration tacacs enable primary
authentication fail-over server-unreachable
|

1

no telnet enable

!

sshd enable

|

!
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tfo tcp optimized-send-buffer 2048
tfo tcp optimized-receive-buffer 2048
1

1

accelerator mapi wansecure-mode auto
|

!

central-manager address 10.4.48.100
cms enable

|

1

stats-collector logging enable
stats-collector logging rate 30

1

|

! End of WAAS configuration

Primary Site WAAS Node (VWAAS)

! waas-universal-k9 version 5.3.1 (build b20 Aug 4 2013)
!

device mode application-accelerator
!

interception-method wccp

1

1

hostname vWAAS-12000-1

!

clock timezone PST8PDT -8 0

|

!

ip domain-name cisco.local

|

1
primary-interface Virtual 1/0

!

interface Virtual 1/0

ip address 10.4.32.162 255.255.255.192
ip access-group 155 in

exit

interface Virtual 2/0

shutdown

exit

!
ip default-gateway 10.4.32.129

!

|

no auto-register enable
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|

! ip path-mtu-discovery is disabled in WAAS by default
1
ip name-server 10.4.48.10

|

!
ip access-list standard 55

permit 10.4.48.0 0.0.0.255

exit

!
ip access-list extended 155

permit tcp 10.4.48.0 0.0.0.255 any eq ssh
deny tcp any any eqg ssh

permit ip any any

exit

|

1
ntp server 10.4.48.17

|

1
wccp router-list 7 10.4.32.241 10.4.32.242 10.4.32.243
wccp tcp-promiscuous service-pair 61 62
router-list-num 7

password ****

redirect-method gre

egress-method wccp-gre

enable

exit

|

|

!

username admin password 1 ***x*
username admin privilege 15

|

snmp-server community cisco
snmp-server community ciscol23 rw
snmp-server access-list 55

|

|

1

tacacs key ****

tacacs password ascii

tacacs host 10.4.48.15 primary

!

authentication login local enable secondary

authentication login tacacs enable primary
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authentication configuration local enable secondary
authentication configuration tacacs enable primary
authentication fail-over server-unreachable
|

!

no telnet enable

!

sshd enable

!

1

tfo tcp optimized-send-buffer 2048

tfo tcp optimized-receive-buffer 2048

!

!

accelerator mapi wansecure-mode auto

|

1

central-manager address 10.4.48.100

cms enable

|

1

stats-collector logging enable
stats-collector logging rate 30

1

|

! End of WAAS configuration

WAN-Aggregation Router
version 15.3
!
hostname CE-ASR1001-2
!
ip wccp source-interface LoopbackO
ip wccp 61 redirect-list WAAS-REDIRECT-LIST group-list WAVE password clscol23
ip wecep 62 redirect-list WAAS-REDIRECT-LIST group-list WAVE password clscol23
|
interface LoopbackO
ip address 10.4.32.242 255.255.255.255
!
interface Port-channel?
ip address 10.4.32.6 255.255.255.252
ip wecep 61 redirect in
!
interface GigabitEthernet0/0/3
ip address 192.168.4.1 255.255.255.252

ip wccp 62 redirect in
|
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ip access-list standard WAVE
permit 10.4.32.161
permit 10.4.32.162

!

ip access-list extended WAAS-REDIRECT-LIST
remark WAAS WCCP Redirect List

deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tecp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tcp
deny tecp
deny tcp
deny tcp
deny tcp
deny tcp
permit tcp

any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any
any

any

any eq

22

eq 22 any

eq telnet any

any eq

telnet

eq tacacs any

any eq

tacacs

eq bgp any
any eq bgp
any eq 123
eq 123 any
any eq 16l
eq 161 any
any eq 162
eq 162 any
any eq 2000
eq 2000 any
any eq 2443
eq 2443 any
any eq 5060
eq 5060 any
any eq 5061
eq 5061 any
any eq 1718
eq 1718 any
any eq 1720
eq 1720 any
any eq 2428
eq 2428 any
any eq 443
eq 443 any
any eq 8443
eq 8443 any
any eq 6970
eq 6970 any
any eq 689
eq 689 any

any
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WAN-Aggregation Router (DMVPN hub)

version 15.3

!
hostname VPN-ASR1002X-1

!

ip wccp source-interface Loopback0

ip wccp 61 redirect-list WAAS-REDIRECT-LIST group-list WAVE password clscol23
ip wccp 62 redirect-list WAAS-REDIRECT-LIST group-list WAVE password clscol23
!

interface Loopback0

ip address 10.4.32.243 255.255.255.255
!

interface Port-channel3

ip address 10.4.32.18 255.255.255.252
ip wcecp 61 redirect in

ip wccp 62 redirect out

!

interface TunnellO

bandwidth 100000

ip address 10.4.34.1 255.255.254.0

!

ip access-list standard WAVE

permit 10.4.32.161

permit 10.4.32.162

!

ip access-list extended WAAS-REDIRECT-LIST
remark WAAS WCCP Redirect List

deny tcp any any eq 22

deny tcp any eq 22 any

deny tcp any eqg telnet any

deny tcp any any eq telnet

deny tcp any eq tacacs any

deny tcp any any eqg tacacs

deny tcp any eqg bgp any

deny tcp any any eq bgp

deny tcp any any eq 123

deny tcp any eq 123 any

deny tcp any any eq 161

deny tcp any eq 161 any

deny tcp any any eq 162

deny tcp any eq 162 any

deny tcp any any eq 2000

deny tcp any eq 2000 any

deny tcp any any eq 2443

deny tcp any eq 2443 any

deny tcp any any eq 5060
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deny tcp any eq 5060 any
deny tcp any any eq 5061
deny tcp any eq 5061 any
deny tcp any any eq 1718
deny tcp any eq 1718 any
deny tcp any any eq 1720
deny tcp any eq 1720 any
deny tcp any any eq 2428
deny tcp any eq 2428 any
deny tcp any any eq 443

deny tcp any eq 443 any

deny tcp any any eq 8443
deny tcp any eq 8443 any
deny tcp any any eq 6970
deny tcp any eq 6970 any
deny tcp any any eq 689

deny tcp any eqg 689 any

permit tcp any any

AppNav Off Path Design Model

AppNav Controller and WAAS Node
! waas-universal-k9 version 5.3.1 (build b20 Aug 4 2013)
!
device mode appnav-controller
!
interception-method wccp
!
!
hostname AppNav-WAVE-2
!
clock timezone PST8PDT -8 0
|
!
ip domain-name cisco.local
|
1
primary-interface PortChannel 1
!
interface PortChannel 1
ip address 10.4.32.164 255.255.255.192
ip access-group 155 in
exit
interface PortChannel 2
ip address 10.4.32.72 255.255.255.192

ip access-group 155 in
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exit

!

interface GigabitEthernet 0/0
shutdown

exit

interface GigabitEthernet 0/1
shutdown

exit

interface GigabitEthernet 1/0
channel-group 1

exit

interface GigabitEthernet 1/1
channel-group 1

exit

interface GigabitEthernet 1/2
channel-group 2

exit

interface GigabitEthernet 1/3
channel-group 2

exit

interface GigabitEthernet 1/4
shutdown

exit

interface GigabitEthernet 1/5
shutdown

exit

interface GigabitEthernet 1/6
shutdown

exit

interface GigabitEthernet 1/7
shutdown

exit

interface GigabitEthernet 1/8
shutdown

exit

interface GigabitEthernet 1/9
shutdown

exit

interface GigabitEthernet 1/10
shutdown

exit

interface GigabitEthernet 1/11
shutdown

exit

!

ip default-gateway 10.4.32.129
|
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|
no auto-register enable

!

! ip path-mtu-discovery is disabled in WAAS by default
!
ip name-server 10.4.48.10

!
ip route 10.4.32.2 255.255.255.255 10.4.32.65
ip route 10.4.32.6 255.255.255.255 10.4.32.65
ip route 10.4.32.18 255.255.255.255 10.4.32.65
!

ip access-list standard 55

permit 10.4.48.0 0.0.0.255

exit

!

ip access-list extended 155

permit tcp 10.4.48.0 0.0.0.255 any eq ssh
deny tcp any any eq ssh

permit ip any any

exit

|

1

ntp server 10.4.48.17

|

!

wcep router-list 1 10.4.32.2 10.4.32.6 10.4.32.18
wccp tcp-promiscuous service-pair 61 62
router-list-num 1

password ****

redirect-method gre

enable

exit

|

|

|

1

username admin password 1 ****

username admin privilege 15

!

snmp-server community ciscol23 rw
snmp-server community cisco

snmp-server access-list 55

|

|

1

tacacs key ****

tacacs password ascii
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tacacs host 10.4.48.15 primary

!

authentication login local enable secondary
authentication login tacacs enable primary
authentication configuration local enable secondary
authentication configuration tacacs enable primary
authentication fail-over server-unreachable

|

|

|

1

no telnet enable

!

sshd enable

|

1

tfo tcp optimized-send-buffer 2048

tfo tcp optimized-receive-buffer 2048

!

|

service-insertion service-node-group WNG-Default

service-node 10.4.32.161
service-node 10.4.32.162
service-node 10.4.32.163
service-node 10.4.32.164
service-node 10.4.32.165
service-node 10.4.32.166

exit

|

1

accelerator mapi wansecure-mode auto

|

!

!

central-manager address 10.4.48.100

cms enable

|

!

stats-collector logging enable

stats-collector logging rate 30

1

service-insertion appnav-controller-group scg
appnav-controller 10.4.32.163
appnav-controller 10.4.32.164

exit
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service-insertion service-context AppNav-IOM

description AppNav IOM CLuster
authentication shal key ****
appnav-controller-group scg
service-node-group WNG-Default
service-policy appnav_default
enable
exit

!

service-insertion service-node
description WN of AppNav-IOM
authentication shal key **x*
enable
exit

|

|

! End of WAAS configuration

Primary Site WAAS Node

! waas-universal-k9 version 5.3.1 (build b20 Aug

|

device mode application-accelerator
!

interception-method appnav-con